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#### Abstract

The Lovász local lemma (LLL) is a technique from combinatorics for proving existential results. There are many different versions of the LLL. One of them, the lefthanded local lemma, is particularly well suited for applications to two player games. There are also constructive and computable versions of the LLL. The chief object of this thesis is to prove an effective version of the lefthanded local lemma and to apply it to effectivise constructions of non-repetitive sequences.

The second goal of this thesis is to categorize some classes of cohesive powers. We completely describe both the isomorphism types of cohesive powers of equivalence structures and injection structures, as well as clarify the relationship between these cohesive powers and their original structures. We also describe the finite condensation of cohesive powers of computable copies of the integers as a linear order by cohesive sets whose complement are computably enumerable.

Finally, we investigate the possibility of decomposing problems in the Weihrauch degrees into a product of first order part and second order part. We give a preliminary result in this direction.
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## Chapter 1

## Lefthanded Computable Lovász Local Lemma

### 1.1 Introduction

The Lovász local lemma (LLL) (Theorem 1.2.3) is a technique from combinatorics, specifically from the probabilistic method. The LLL generalizes the following fact. Note that, in this document, we write $\bar{A}$ for the complement (rather than the closure) of a set $A$.

Proposition 1.1.1. Let $\mathcal{A}$ be a finite set of mutually independent events on some probability space $\Omega$. If $\operatorname{Pr}(\bar{A})>0$ for each $A \in \mathcal{A}$, then there is positive probability that the $A \in \mathcal{A}$ are simultaneously false, i.e.

$$
\operatorname{Pr}\left(\bigcap_{A \in \mathcal{A}} \bar{A}\right)>0 .
$$

In particular, the set of outcomes $\bigcap_{A \in \mathcal{A}} \bar{A}$ making all of the $A \in \mathcal{A}$ false is non-empty. Proof. Since the events in $\mathcal{A}$ are mutually independent, we have that

$$
\operatorname{Pr}\left(\bigcap_{A \in \mathcal{A}} \bar{A}\right)=\prod_{A \in \mathcal{A}} \operatorname{Pr}(\bar{A}) .
$$

The condition that $\operatorname{Pr}(\bar{A})>0$ for each $A \in \mathcal{A}$ give us

$$
\prod_{A \in \mathcal{A}} \operatorname{Pr}(\bar{A})>0 .
$$

Only empty sets have probability 0 , so we have that $\bigcap_{A \in \mathcal{A}} \bar{A}$ is nonempty.
The LLL allows the possibility of dependence between events in $\mathcal{A}$ in exchange for stricter requirements on their probabilities. The original formulation of the LLL by Erdős and Lovász [16] has in common with Proposition 1.1.1 that both apply only when $\mathcal{A}$ is finite. However, when used in combinatorics, the non-emptiness of $\bigcap_{A \in \mathcal{A}} \bar{A}$ is the main point of interest. In this context, both Proposition 1.1.1 and the LLL can be made to generalize to infinite sets $\mathcal{A}$ of events if $\Omega$ is compact and each $A \in \mathcal{A}$ is open (so that $\bar{A}$ is closed).

However, in many cases of interest, this use of compactness is non-constructive. In fact, the original proof of the LLL is non-constructive for finite objects as well. In cases where $\Omega$ is finite, Erdős and Lovász's proof of the LLL gives no hint as to how to find an element of $\bigcap_{A \in \mathcal{A}} \bar{A}$ in a way faster than a brute force search. This problem was of great interest in combinatorics and computer science [4, 2, 23, 9, 28]. In a seminal result, Moser and Tardos [24] give a simple and efficient constructive version of the LLL (Theorem 1.3.1). The algorithm of Moser and Tardos has been used as a foundation for many improvements, [18, 17, 25, 21, 1, 20], including a
computable version by Rumyantsev and Shen [27]. This effective version has been used for multiple applications in computability theory and reverse math [19, 22, 8].

In this chapter, we modify the Moser-Tardos algorithm to be more broadly applicable, both in the finite case and in computability theory. We use the modified algorithm to effectivise previously non-constructive theorems of Beck [5] (Theorem 1.2.1), and Alon, Spencer, and Erdős [3] (Theorem 1.2.2) on the existence of certain types of non-repetitive sequences. We also effectivise Pegden's [26] application of a generalization of the LLL called the lefthanded Lovász local lemma (LLLL) to game versions of Theorems 1.2.1 and 1.2.2. The LLLL allows for stronger interdependence between the events in exchange for the existence of a partial order on the events with certain properties. Theorem 1.7.13 makes a similar improvement to the results of Moser and Tardos; and Rumyantsev and Shen, allowing stronger interdependence in exhcange for the existence of a linear order (a computable linear order in the computable version) with certain properties.

### 1.2 Non-repetitive Sequences and the Local Lemma

The Lovász local lemma (LLL) can be used to prove two closely related results about the existence of non-repetitive sequences. One of these results is by Beck [5] and the other is an exercise of Alon, Spencer, and Erdős [3]. They are stated below.

Theorem 1.2.1 (Beck [5]). Given arbitrary small $\varepsilon>0$, there is some $N_{\varepsilon}$ and an infinite $\{0,1\}$-valued sequence $a_{1}, a_{2}, a_{3}, \ldots$ such that any two identical intervals $a_{k}, \ldots, a_{k+n-1}$ and $a_{\ell}, \ldots, a_{\ell+n-1}$ of length $n>N_{\varepsilon}$ have distance $\ell-k$ greater than $(2-\varepsilon)^{n}$.

Theorem 1.2.2 (Alon, Spencer, and Erdős [3]). Given arbitrary small $\varepsilon>0$, there is some $N_{\varepsilon}$ and an infinite $\{0,1\}$-valued sequence $a_{1}, a_{2}, a_{3}, \ldots$ such that any two adjacent intervals of length $n>N_{\varepsilon}$ differ in at least $\left(\frac{1}{2}-\varepsilon\right) n$ many places. That is, for each $k$ and $n>N_{\varepsilon}, a_{k+i} \neq a_{k+n+i}$ for at least $\left(\frac{1}{2}-\varepsilon\right) n$ many $i$ with $0 \leq i<n$.

For $i_{1}<i_{2}$, we say that intervals

$$
\left[i_{1}, j_{1}\right):=a_{i_{1}}, a_{i_{1}+1}, \ldots, a_{i_{j}-1}
$$

and $\left[i_{2}, j_{2}\right)$ are adjacent if $i_{2}=j_{1}$. Their distance is $i_{2}-i_{1}$. We now state the version of the Lovász local lemma that is used in the proof of Theorems 1.2.1 and 1.2.2. The statement of the local lemma uses the language of graph theory. In the following, we will work with both directed and undirected graphs. For a directed graph $G$ and vertex $v \in G$, let $\Gamma(v)=\{s \in G: v \rightarrow s\}$ be the out-neighbor set of $v$. For undirected graph $G$ with edge relation $E$ and vertex $v \in G$, let $\Gamma(v)=\{s \in G: E(v, s)\}$ be the neighborhood (or neighbor set) of $v$. In both cases, let $\Gamma^{+}(v)=\Gamma(v) \cup\{v\}$. We will work with both finite and countable graphs.

Theorem 1.2.3 (Lovász Local Lemma, General Form). Let $\mathcal{A}$ be a finite set of events in some probability space. Suppose there exists a directed graph $G$ on $\mathcal{A}$ and $a$ real-valued function $z: \mathcal{A} \rightarrow(0,1)$ such that, for each $A \in \mathcal{A}$,

1. $A$ is mutually independent from $\mathcal{A} \backslash \Gamma^{+}(A)$ and
2. 

$$
\operatorname{Pr}(A) \leq z(A) \prod_{B \in \Gamma(A)}(1-z(B))
$$

Then,

$$
\operatorname{Pr}\left(\bigcap_{A \in \mathcal{A}} \bar{A}\right) \geq \prod_{A \in \mathcal{A}}(1-z(A))>0
$$

We call a graph with property (1) a dependency graph for $\mathcal{A}$.
We now give the proofs of finite versions of Theorems 1.2.1 and 1.2.2. They imply the full versions using a compactness argument which we will subsequently give.

Theorem 1.2.4 (Finite version of Theorem 1.2.1). For each $\varepsilon>0$, there is some $N_{\varepsilon}$ such that for every $M$ there is a $\{0,1\}$-valued sequence of length $M$ such that any two identical intervals of length $n>N_{\varepsilon}$ have distance greater than $f(n)=(2-\varepsilon)^{n}$.

Proof. Fix $\varepsilon>0$ and $N>0$. We will show that if $N$ is large enough, then $N_{\varepsilon}=N$ witnesses the theorem. Randomly select a $\{0,1\}$-valued sequence $a_{0}, a_{1}, a_{2}, \ldots, a_{M}$ by independently assigning each bit $a_{i}$ either 0 or 1 , each with probability $\frac{1}{2}$. For each $k, l, n$, let $A_{k, l, n}$ be the event that the intervals

$$
[k, k+n)=a_{k}, a_{k+1}, \ldots, a_{k+n-1}
$$

and

$$
[l, l+n)=a_{l}, a_{l+1}, \ldots, a_{l+n-1}
$$

are identical. Fix $M \in \mathbb{N}$. Then, $\mathcal{A}$ is the set $\left\{A_{k, l, n}: l-k<f(n)\right.$ and $N_{\varepsilon}<n<$ $M$ and $1 \leq k<l \leq M-n\}$. Define a dependency graph $G$ on $\mathcal{A}$ by putting an edge between $A_{k, l, n}$ and $A_{k^{\prime}, l^{\prime}, n^{\prime}}$ if and only if the intersection of $([k, k+n-1] \cup[l, l+n-1])$ and $\left(\left[k^{\prime}, k^{\prime}+n^{\prime}-1\right] \cup\left[l^{\prime}, l^{\prime}+n^{\prime}-1\right]\right)$ is nonempty. Since events of disjoint sets of the $a_{i}$ are independent, $G$ is a dependency graph for $\mathcal{A}$. Clearly, $\operatorname{Pr}\left(A_{k, l, n}\right)=2^{-n}$. Let
$z\left(A_{k, l, n}\right)=\frac{1}{f(n) n^{3}}$. We need to show that, for each $A_{k_{0}, l_{0}, n_{0}} \in \mathcal{A}$,

$$
\operatorname{Pr}\left(A_{k_{0}, l_{0}, n_{0}}\right)=2^{-n_{0}} \leq z\left(A_{k_{0}, l_{0}, n_{0}}\right) \prod_{A_{k, l, n} \in \Gamma\left(A_{k_{0}, l_{0}, n_{0}}\right)}\left(1-z\left(A_{k, l, n}\right)\right)
$$

For each $k_{0}, l_{0}, n_{0}$ there are at most $2\left(n+n_{0}\right)$ many intervals of length $n$ that have non-empty intersection with $\left[k_{0}, k_{0}+n_{0}-1\right] \cup\left[l_{0}, l_{0}+n_{0}-1\right]$. For any given interval $I$, we have that $I=[k, k+n)$ or $I=[l, l+n)$ for at most $2 f(n)$ many pairs $(k, l)$ such that $l-k \leq f(n)$. Together with the previous observation, we conclude that $\left\{(k, l): A_{k, l, n} \in \Gamma\left(A_{k_{0}, l_{0}, n_{0}}\right)\right\}$ is of size at most $4\left(n+n_{0}\right) f(n)$ for each $n$. This, along with the definition of $z\left(A_{k, l, n}\right)$ and the fact that $0<1-z\left(A_{k, l, n}\right)<1$ for all $k, l, n$, gives us that

$$
\begin{aligned}
z\left(A_{k_{0}, l_{0}, n_{0}}\right) \prod_{A_{k, l, n} \in \Gamma\left(A_{k_{0}, l_{0}, n_{0}}\right)}\left(1-z\left(A_{k, l, n}\right)\right) \geq & \\
& \frac{1}{f\left(n_{0}\right) n_{0}^{3}} \prod_{n \geq N}\left(1-\frac{1}{f(n) n^{3}}\right)^{4\left(n_{0}+n\right)(f(n))} .
\end{aligned}
$$

Since $\left(1-\frac{a}{x}\right)^{x} \geq(1-a)$ for $0<a<1$ and $x \geq 1$, the right hand side is greater than or equal to

$$
\begin{align*}
& \frac{1}{f\left(n_{0}\right) n_{0}^{3}} \prod_{n \geq N}\left(1-\frac{1}{n^{3}}\right)^{4 n_{0}}\left(1-\frac{1}{n^{2}}\right)^{4} \\
= & \frac{1}{f\left(n_{0}\right) n_{0}^{3}}\left(\prod_{n \geq N}\left(1-\frac{1}{n^{3}}\right)\right)^{4 n_{0}}\left(\prod_{n \geq N}\left(1-\frac{1}{n^{2}}\right)\right)^{4} . \tag{1.2.5}
\end{align*}
$$

For $0<a_{n}<1, \prod_{n \geq N}\left(1-a_{n}\right) \geq 1-\sum_{n \geq N} a_{n}$. So, Line 1.2 .5 is greater than or equal
to

$$
\begin{equation*}
\frac{1}{f\left(n_{0}\right) n_{0}^{3}}\left(1-\sum_{n \geq N} \frac{1}{n^{3}}\right)^{4 n_{0}}\left(1-\sum_{n \geq N} \frac{1}{n^{2}}\right)^{4} \tag{1.2.6}
\end{equation*}
$$

For $N \geq 2$, the two sums in Line 1.2.6 are bounded above by $\frac{1}{N-1}$, so Line 1.2.6 is greater than or equal to

$$
\frac{(2-\varepsilon)^{-n_{0}}}{n_{0}^{3}}\left(1-\frac{1}{N-1}\right)^{4 n_{0}+4}
$$

If $N$ is large enough, this is greater than or equal to $2^{-n_{0}}$, fulfilling the conditions of the Local Lemma.

Theorem 1.2.7 (Finite version of Theorem 1.2.2). For each arbitrary small $\varepsilon>0$ there is some $N_{\varepsilon}$ such that for each $M$ there is a $\{0,1\}$-valued sequence $a_{1}, a_{2}, a_{3}, \ldots, a_{M}$ of length $M$ such that any two adjacent intervals of length $n>N_{\varepsilon}$ differ in at least $\left(\frac{1}{2}-\varepsilon\right) n$ many places. That is, for each $k$ and $n>N_{\varepsilon}, a_{k+i} \neq a_{k+n+i}$ for at least $\left(\frac{1}{2}-\varepsilon\right) n$ many $i$ with $0 \leq i<n$.

Proof. Fix $\varepsilon>0$. As before, randomly select an infinite $\{0,1\}$-valued sequence $a_{0}, a_{1}, a_{2}, \ldots$ by independently assigning each bit $a_{i}$ either 0 or 1 , each with probability $\frac{1}{2}$. For each $k, n \in \mathbb{N}$, let $A_{k, n}$ be the event that blocks $a_{k}, a_{k+1}, \ldots, a_{k+n-1}$ and $a_{k+n}, a_{k+n+1}, \ldots, a_{k+2 n-1}$ share at least $\left(\frac{1}{2}+\varepsilon\right) n$ many entries. The probability that $[k, k+n)$ shares exactly $r$ entries with $[k+n, k+2 n)$ is $2^{-n}\binom{n}{r}$, so

$$
\operatorname{Pr}\left(A_{k, n}\right)=2^{-n} \sum_{r=\left\lceil\left(\frac{1}{2}+\varepsilon\right) n\right\rceil}^{n}\binom{n}{r} .
$$

Since the greatest of the $\binom{n}{r}$ is $\binom{n}{\left\lceil\left(\frac{1}{2}+\varepsilon\right) n\right\rceil}$,

$$
\operatorname{Pr}\left(A_{i, b}\right) \leq n 2^{-n}\binom{n}{\left\lceil\left(\frac{1}{2}+\varepsilon\right) n\right\rceil} .
$$

It is known that there is an $\alpha<1$ such that $\binom{N}{\left\lceil\left(\frac{1}{2}+\varepsilon\right) N\right\rceil}<(\alpha 2)^{N}$ for large enough $N$, so there is $N_{\varepsilon}$ such that for $n>N_{\varepsilon}$,

$$
\operatorname{Pr}\left(A_{i, n}\right)<n 2^{-n}(\alpha 2)^{n}=n \alpha^{n},
$$

which has limit 0 as $n \rightarrow \infty$.

Let $z_{i, n}=\frac{b^{n}}{n}$ for some $b$ such that $\alpha^{1 / 3}<b<1$. Fix $A_{i_{0}, n_{0}}$. We have that $\Gamma\left(A_{i_{0}, n_{0}}\right)=\left\{A_{i, n}: i_{0}-n+1 \leq i \leq i_{0}+2 n_{0}-1\right\}$, so it suffices for the Lovász local lemma to check that

$$
\frac{b^{n}}{n} \prod_{n=N_{\varepsilon}}^{\infty} \prod_{i=i_{0}-n+1}^{i_{0}+2 n_{0}-1}\left(1-\frac{b^{n}}{n}\right) \geq n_{0} \alpha^{n_{0}}
$$

for large enough $N_{\varepsilon}$. The left-hand side is equal to

$$
\begin{aligned}
\frac{b^{n_{0}}}{n_{0}} \prod_{n=N_{\varepsilon}}^{\infty}\left(1-\frac{b^{n}}{n}\right)^{2 n_{0}+2 n-2} & \geq \frac{b^{n_{0}}}{n_{0}}\left(\prod_{n=N_{\varepsilon}}^{\infty}\left(1-\frac{b^{n}}{n}\right)^{2 n_{0}}\right)\left(\prod_{n=N_{\varepsilon}}^{\infty}\left(1-\frac{b^{n}}{n}\right)^{2 n}\right) \\
& \geq \frac{b^{n_{0}}}{n_{0}}\left(\prod_{n=N_{\varepsilon}}^{\infty}\left(1-b^{n}\right)^{2 n_{0}}\right)\left(\prod_{n=N_{\varepsilon}}^{\infty}\left(1-b^{n}\right)^{2}\right)^{2} \\
& \geq \frac{b^{n_{0}}}{n_{0}} \prod_{n=N_{\varepsilon}}^{\infty}\left(1-b^{n}\right)^{2 n_{0}+2} \\
& \geq \frac{b^{n_{0}}}{n_{0}}\left(1-\sum_{n=N_{\varepsilon}}^{\infty} b^{n}\right)^{2 n_{0}+2} \\
& =\frac{b^{n_{0}}}{n_{0}}\left(1-\frac{b^{N_{\varepsilon}}}{1-b}\right)^{2 n_{0}+2} \\
& \geq \frac{b^{n_{0}}}{n_{0}}\left(b^{2 n_{0}+2}\right) \\
& =\frac{b^{3 n_{0}+2}}{n_{0}} \\
& \geq n_{0} \alpha^{n_{0}}
\end{aligned}
$$

where the last three lines are for $n_{0}$ large enough (adjust $N_{\varepsilon}$ accordingly).

The full proofs of Theorems 1.2.1 and 1.2.2 are obtained by the following compactness argument. Fix $\varepsilon>0$. Say that sequences and finite strings with the properties promised by Theorems 1.2 .1 and 1.2.2 for a given $\varepsilon>0$ are "good". By the local lemma argument from the finite versions of the theorems, good strings exist of each length $M$. Because any pair of intervals demonstrating that a given string $\sigma$ is not good are also present in any extension of $\sigma$, we see that initial segments of good strings and sequences are also good. Therefore, the good strings form a binary tree $T$ under the initial segment partial order. By weak König's lemma, $T$ has a path $X$. To see that $X$ is good, suppose that it is not. Then there is a pair of blocks of $X$
witnessing that $X$ is not good. These blocks are finite, so there is $N$ such that $\left.X\right|_{N}$ contains them. Then, $\left.X\right|_{N}$ is not good, contradicting that $\left.X\right|_{N} \in T$.

It is natural to ask for the computational complexity of such sequences. For strings $\sigma$, it is uniformly computable to determine whether $\sigma$ is good. Since the good $\sigma$ form a tree $T$, the paths through this tree form a $\Pi_{1}^{0}$ class. As we saw above, the paths through $T$ are all good. Thus, by the respective basis theorems, there is a good sequence of each of low, hyperimmune-free, and c.e.-degree.

However, this compactness argument does not show that there is a computable good sequence. Indeed, many $\Pi_{1}^{0}$ classes do not contain a computable element. Instead, this question is answered by a computable version of an extension of the local lemma. Rumyantsev and Shen [27] first gave a computable version of Theorem 1.2.3. Their proof, which is reproduced in Sections 1.5 and 1.6 closely follows the constructive version of the local lemma given by Moser and Tardos [24], which is reproduced in Section 1.6. For reasons we describe in Section 1.7, the move from finite strings to infinite sequences in the application of Theorem 1.2.3 introduce complications in applying the computable LLL of Rumyantsev and Shen [27]. Instead, we introduce an extension of the computable LLL inspired by the lefthanded local lemma introduced by Pegden [26].

### 1.3 The Constructive Local Lemma

The Moser-Tardos algorithm, also known as the resample algorithm, applies to a special case of the local lemma known as the variable case. Let $\mathcal{X}=\left\{x_{1}, x_{2}, \ldots, x_{t}\right\}$ be a finite set of independent random variables with finite ranges and rational-valued
probability distributions. Let $\mathcal{A}$ be a finite set of events with each $A \in \mathcal{A}$ determined by a finite set $\operatorname{VBL}(A) \subset \mathcal{X}$ of random variables from $\mathcal{X}$. We call $\mathcal{X}$ a variable context for $\mathcal{A}$. For example, each $x_{i} \in \mathcal{X}$ might be a fair coin toss. The variable context induces the following natural dependency graph for applying the Local Lemma. Let $G$ be the undirected graph defined on $\mathcal{A}$ where, for each $A, B \in \mathcal{A}$, there is an edge from $A$ to $B$ if and only if $\operatorname{VBL}(A) \cap \operatorname{VBL}(B) \neq \emptyset$ and $A \neq B$. Let $\Gamma(A)=\{B \in \mathcal{B}$ : there is an edge between $A$ and $B\}$. Let $\Gamma^{+}(A)=\Gamma(A) \cup\{A\}$. If $S \subset \mathcal{A} \backslash \Gamma^{+}(A)$, then $\operatorname{VBL}(A) \cap \bigcup_{B \in S} \operatorname{VBL}(B) \neq \emptyset$, so $A$ and $\mathcal{A} \backslash \Gamma^{+}(A)$ are mutually independent, satisfying Condition 1 of the local lemma (Theorem 1.2.3).

Moser and Tardos [24] showed that the resample algorithm efficiently constructs witnesses to applications of the LLL in a variable context. The resample algorithm proceeds as follows. Fix an enumeration $A_{1}, A_{2}, A_{3}, \ldots, A_{r}$ of $\mathcal{A}$.

- Stage 0: Begin with a random sample of the values for each $x \in \mathcal{X}$. In the coin analogy, this would mean flipping each coin once.
- Stage $n+1$ : Check if the events in $\mathcal{A}$ are all false at the end of stage $n$. If they are all false, terminate and return the current valuation of $\mathcal{X}$. If any are true, let $k$ be least such that $A_{k}$ is true at the end of stage $n$. Then, select new independent random samples for all $x \in \operatorname{VBL}\left(A_{k}\right)$. In the coin analogy, we would toss a new coin for each $x \in \operatorname{VBL}(A)$ and set the value of $x$ to the result of the coin toss.

We restate the theorem with reference to efficiency limited to what is useful in the proof of Theorem 1.4.2.

Theorem 1.3.1 ([24]). Suppose the set of events $\mathcal{A}=\left\{A_{1}, A_{2}, \ldots, A_{r}\right\}$ with dependency graph $G$ induced by variable context $\mathcal{X}$ satisfy the conditions of the Lo-
cal Lemma. Let $\tau_{n}$ be the first stage of the resample algorithm at which each of $A_{1}, A_{2}, \ldots, A_{n}$ is false. Then,

$$
\begin{aligned}
\mathbb{E}\left(\tau_{n}\right) & <\sum_{A \in \mathcal{A}} \frac{z(A)}{1-z(A)} \\
& <\infty
\end{aligned}
$$

for each $n$.

We reproduce the proof of Theorem 1.3.1 below because the proof of Theorem 1.7.13 uses many of the same techniques.

During the resample algorithm, we produce a $\log E_{1}, E_{2}, E_{3}, \ldots$ of resampled events, where $E_{i} \in \mathcal{A}$ is the event resampled at stage $i$. When analyzing the log, we are interested in which entries of the log were relevant in the resampling of later entries of the log. We track this information using Moser trees, also known as witness trees. For a tree $T$ with root $r$ and vertex $v \in T$, we say that the depth of $v$ is length of the shortest path between $v$ and $r$.

Definition 1.3.2 (Moser tree). Fix an initial segment $E_{1}, E_{2}, \ldots, E_{n}$ of the $\log$ generated by a run of the resample algorithm. The Moser tree $T$ associated with $E_{1}, E_{2}, \ldots, E_{n}$ is a finite tree with labels in $\mathcal{A}$ constructed as follows.

We construct $T$ in stages, beginning at stage $n$ and ending at stage 1 . At each stage $i$, we define $T_{i}$, setting $T=T_{1}$. For a vertex in $x \in T_{i}$, let $[x] \in \mathcal{A}$ denote the label of $x$.

- Stage $n$ : let $T_{n}$ be the tree with one vertex labeled $E_{n}$.
- Stage $k-1$ : check whether there is some $x \in T_{k}$ such that $E_{k-1} \in \Gamma^{+}([x])$. If there is not, let $T_{k-1}=T_{k}$. If there is, pick such an $x \in T_{k}$ of maximal depth.

If there are multiple vertices of maximal depth, one may be chosen arbitrarily. Let $T_{k-1}$ be $T_{k}$ with a new vertex labeled $E_{k-1}$ as a child of $x$.

If $T$ is the Moser tree associated with some initial segment of the log generated by a run of the resample algorithm, then we say that this run of the resample algorithm produces $T$.

For $x \in T$, let $d(x)$ be the depth of $x$ in $T$. Let $q(x)$ be the stage of the MoserTardos algorithm at which $x$ was added to $T$. To be precise, $q(x)$ is the unique stage $i$ such that $x \in T_{i}$ but $x \notin T_{i+1}$.

We give some properties of Moser trees:

Proposition 1.3.3. Fix a run of the resample algorithm. Let $E_{1}, E_{2}, \ldots, E_{n}$ be an initial segment of the log. Then, the Moser tree $T$ associated with $E_{1}, E_{2}, \ldots, E_{n}$ has the following properties.

1. For each $x, y \in T$, if $[x] \in \Gamma^{+}([y])$ and $x \neq y$, then $d(x) \neq d(y)$. Furthermore, under the same conditions, we also have that $d(x)>d(y)$ if and only if $q(x)<$ $q(y)$.
2. $T$ is not the Moser tree associated with $E_{1}, E_{2}, \ldots, E_{m}$ for any $m \neq n$.

Proof. To see (1), suppose that $x \neq y$ and $[x] \in \Gamma^{+}([y])$. By construction, only one vertex can be added to the tree at each stage, so $q(x) \neq q(y)$. Because the neighborhood relation is symmetric, $[y] \in \Gamma^{+}([x])$. Thus, without loss of generality, we can assume that $q(x)<q(y)$. Then, when $x$ is added to $T_{q(x)}, y$ is already in $T_{q(x)+1}$. Since $x$ is added as a child of a maximal depth node $z \in T_{q(x)+1}$ with $[x] \in \Gamma^{+}([z])$, we must have that $d(z) \geq d(y)$. So $d(x) \geq d(y)+1$, and in particular $d(x)>d(y)$,
proving the first part of the statement. By the symmetrical argument, $q(x)>q(y)$ implies that $d(x)<d(y)$, proving the second part of the statement.

To see (2), let $r \in T$ be the root vertex. If $T$ is the Moser tree associated with $E_{1}, E_{2}, \ldots, E_{m}$ then $E_{m}=E_{n}=[r]$. We also have that $[r] \in \Gamma^{+}([r])$, so the number of nodes labeled $[r]$ is equal to the number of instances of $[r]$ in the initial segment(s) that $T$ is associated with. Thus, $E_{1}, E_{2}, \ldots, E_{m}$ has the same number of entries with value $[r]$ as $E_{1}, E_{2}, \ldots E_{n}$. This can only happen if $n=m$.

Note that part (1) of Proposition 1.3.3 also implies that each event appears at each depth of $T$ at most once.

Next we bound the probability that some initial segment of the log is associated with any given $T$. This is done via coupling with the following random process.

Definition 1.3.4 ( $T$-check). Fix a finite labeled tree $T$ with labels from $\mathcal{A}$. Fix an ordering, $v_{1}, v_{2}, \ldots, v_{k}$, of the vertices of $T$ with non-increasing depth. The T-check is the random process that proceeds as follows.

At stage $i$ for $1 \leq i \leq k$, take a random, independent valuation of the variables in $\operatorname{VBL}\left(\left[v_{i}\right]\right)$ according to their distributions and check if this valuation makes $\left[v_{i}\right]$ true. The $T$-check passes if, for all $j$ with $1 \leq j \leq k,\left[v_{j}\right]$ is found true at stage $j$.

Because the valuations at each stage are independent, the probability that the $T$-check passes is exactly $\Pi_{v \in T} \operatorname{Pr}([v])$.

For our purposes, the ordering of the vertices of equal depth does not matter. However, in the $T$-check used for the proof of Theorem 1.7.13, the ordering of the vertices will be completely determined by the labels of $T$.

Fixing the result of every resampling of the variables in $\mathcal{X}$ prior to running the algorithm facilitates the coupling argument by allowing us to record the number of
times each variable has been resampled at each stage of both the $T$-check and the resample algorithm. For the computable local lemma, we will need $\mathcal{X}$ to be countable, so we allow it in the following definition.

Definition 1.3.5 (Random Source). Fix a finite (or countable) set of independent random variables $\mathcal{X}=x_{1}, x_{2}, x_{3}, \ldots$. A random source for $\mathcal{X}$ is a function $S(x, y)$ such that for all $x_{i}$ and $j \in \omega, S(i, j) \in \operatorname{range}\left(x_{i}\right)$. We typically denote $S(i, j)$ by $x_{i}^{j}$. We think of $x_{i}^{0}$ as the initially sampled value of $x_{i}$ and, for $j>0, x_{i}^{j}$ as the value of $x_{i}$ after the $j$ 'th resampling.

From now on, the statement about expectation in the local lemma (Theorem 1.3.1) will be interpreted in the probability space of all random sources with probability measure generated by taking each $x_{i}^{j}$ as an independent random sample of $x_{i}$.

In a random source, the entry $x_{i}^{j}$ represents the result of the $j$ 'th resampling of $x_{i}$. For each $x_{i} \in \mathcal{X}$ and stage $n$, we record $V_{n}(i)$ to be the number of times the resample algorithm has resampled $x_{i}$ at the beginning of stage $n$. Fixing a random source for $\mathcal{X}$, the following deterministic restatement of the resample algorithm provides a more precise definition of $V_{n}(i)$.

Definition 1.3.6 (Deterministic Resample Algorithm). The deterministic resample algorithm proceeds in stages, as follows.

- Stage 0: Let $V_{0}(i)=0$ for all $x_{i} \in \mathcal{X}$.
- Stage $n+1$ : Check if the events of $\mathcal{A}$ are all false under the valuation $x_{i}=x_{i}^{V_{n}(i)}$. If they are all false, terminate and return the valuation $x_{i}^{V_{n}(i)}$ for each $x_{i}$. If any are true, let $k$ be least such that $A_{k}$ is true under the valuation $x_{i}=x_{i}^{V_{n}(i)}$.

Then, define $V_{n+1}$ by

$$
V_{n+1}(i)= \begin{cases}V_{n}(i) & \text { if } x_{i} \notin \operatorname{VBL}\left(A_{k}\right) \\ V_{n}(i)+1 & \text { if } x_{i} \in \operatorname{VBL}\left(A_{k}\right)\end{cases}
$$

We also record $\widehat{V}_{n}(i)$ to be the number of times the $T$-check has resampled $x_{i}$ at the beginning of stage $n$. As above, a more precise definition of $\widehat{V}_{n}(i)$ can be found by stating the $T$-check deterministically using a random source, as follows.

Definition 1.3.7 (Deterministic $T$-check). Fix a rooted labeled tree $T$ with labels from $\mathcal{A}$ and a random source $\left\{x_{i}^{j}\right\}$ for $\mathcal{X}$. The $\mathbf{T}$-check is the random process that proceeds as follows.

- Fix an ordering, $v_{1}, v_{2}, \ldots, v_{k}$, of the vertices of $T$ with non-increasing depth.
- Stage 0: Let $\widehat{V}_{0}(i)=0$ for all $x_{i} \in \mathcal{X}$.
- Stage $n+1$ : Check if $\left[v_{n+1}\right]$ is true under the valuation $x_{i}=x_{i}^{\widehat{V}_{n}(i)}$. Then, define $\widehat{V}_{n+1}$ by

$$
\widehat{V}_{n+1}(i)= \begin{cases}\widehat{V}_{n}(i) & \text { if } x_{i} \notin \operatorname{VBL}\left(\left[v_{n+1}\right]\right) \\ \widehat{V}_{n}(i)+1 & \text { if } x_{i} \in \operatorname{VBL}\left(\left[v_{n+1}\right]\right)\end{cases}
$$

The $T$-check passes if, for all $j$ with $1 \leq j \leq k, v_{j}$ is found true at stage $j$.

Suppose that a Moser tree is generated by the resample algorithm. The next proposition shows that the resample algorithm and the $T$-check have resampled the relevant variables an equal number of times when checking each vertex of $T$.

Proposition 1.3.8. Suppose that the Moser tree $T$ is associated with an initial segment $E_{1}, E_{2}, \ldots, E_{m}$ of the log of the resample algorithm run on a random source $S$. Let $v_{1}, v_{2}, \ldots, v_{r}$ be the ordering of the vertices of $T$ used by the $T$-check. For each $n$, let $V_{n}$ and $\widehat{V}_{n}$ be the records of resampling used by the resample algorithm and $T$-check, respectively, at stage $n$. Then, for each stage $n \leq m$ and $x_{j} \in \operatorname{VBL}\left(\left[v_{n}\right]\right)$,

$$
\widehat{V}_{n}(j)=V_{q\left(v_{n}\right)}(j)
$$

Proof. Fix stage $n \leq m$ and $x_{j} \in \operatorname{VBL}\left(\left[v_{n}\right]\right)$. Let $P=\left\{k<q\left(v_{n}\right): x_{j} \in \operatorname{VBL}\left(E_{k}\right)\right\}$. Let $P^{T}=\left\{v_{k} \in T: x_{j} \in \operatorname{VBL}\left(\left[v_{k}\right]\right)\right.$ and $\left.k<n\right\}$. By definition of the resample algorithm and $T$-check, respectively, $V_{q\left(v_{n}\right)}(j)=|P|$ and $\widehat{V}_{n}(j)=\left|P^{T}\right|$. It remains to show that $|P|=\left|P^{T}\right|$. We claim that $q$ is a bijection from $P^{T}$ to $P$.

To see this, first note that $q$ is injective because at most one vertex is added at each stage of constructing the Moser tree associated with $E_{1}, \ldots, E_{m}$. It remains to show that $q\left(P^{T}\right) \subset P$ and that $P \subset q\left(P^{T}\right)$.

Fix $k \in q\left(P^{T}\right)$ witnessed by $q\left(v_{s}\right)=k$ for some $v_{s} \in P^{T}$. Then, $E_{k}=\left[v_{s}\right]$ and $x_{j} \in \operatorname{VBL}\left(\left[v_{s}\right]\right)$, so $x_{j} \in \operatorname{VBL}\left(E_{k}\right)$. We now show that $k<q\left(v_{n}\right) . k \neq q\left(v_{n}\right)$ because $q$ is injective. The fact that $s<n$ tells us that the $T$-check considers $v_{s}$ before $v_{n}$ and therefore that $d\left(v_{s}\right) \geq d\left(v_{n}\right)$ by definition of the $T$-check. The events $\left[v_{s}\right]$ and $\left[v_{n}\right]$ are neighbors, so by Proposition 1.3.3, their respective nodes cannot have the same depths on $T$, so $d\left(v_{s}\right)>d\left(v_{n}\right)$. By Proposition 1.3.3, $q\left(v_{n}\right)>q\left(v_{s}\right)=k$, giving the final property required to conclude that $k \in P$. Thus, $q\left(P^{T}\right) \subset P$.

Fix $k \in P$. We have $k<q\left(v_{n}\right)$ and $E_{k} \in \Gamma^{+}\left(\left[v_{n}\right]\right)$, so at stage $k$ of constructing the Moser tree a node $v_{s} \in T$ is added with $q\left(v_{s}\right)=k$. Thus, $k \in q(T)$. Since $k=q\left(v_{s}\right)<q\left(v_{n}\right)$ it follows by Proposition 1.3.3 that $d\left(v_{s}\right)>d\left(v_{n}\right)$. Then, by
definition of the $T$ check, $s<n$. Since $x_{j} \in E_{k}=\left[v_{s}\right]$, we have that $v_{s}=q^{-1}(k) \in P^{T}$. Thus, $P \subset q\left(P^{T}\right)$.

This shows that $q$ is a bijection from $P^{T}$ to $P$, so $\left|P^{T}\right|=|P|$ and hence $\widehat{V}_{i}(j)=$ $V_{q\left(v_{i}\right)}(j)$.

Now we can compare the $T$-check to the probability of producing $T$.

Proposition 1.3.9. Fix a Moser tree T. The probability that the resample algorithm produces $T$ is less than or equal to the probability that the $T$-check passes. Thus,

$$
\operatorname{Pr}(\text { the resample algorithm produces } T) \leq \prod_{v \in T} \operatorname{Pr}([v])
$$

Proof. It suffices to show that, for any random source, the $T$-check passes if the resample algorithm produces $T$. Fix random source $\left\{x_{i}^{j}\right\}$ and suppose that the resample algorithm produces $T$ when run on this random source. Fix an ordering, $v_{1}, v_{2}, \ldots, v_{k}$, of the vertices of $T$ with non-increasing depth. By Proposition 1.3.8, we have that $\widehat{V}_{i}(j)=V_{q\left(v_{i}\right)}(j)$ for each $v_{i} \in T$ and $j \in \operatorname{VBL}\left(\left[v_{i}\right]\right)$. Thus, the $T$-check and resample algorithm always use the same variables to check if $\left[v_{i}\right]$ is true for each $i$.

Each stage of the $T$-check uses an independent set of variables, so the probability that the $T$-check passes is $\prod_{v \in T} \operatorname{Pr}([v])$. For $A \in \mathcal{A}$ let $\mathcal{T}_{A}$ be the set of all possible Moser trees with root node labeled $A$. We use a Galton-Watson type process to bound $\sum_{T \in \mathcal{T}_{A}} \prod_{v \in T} \operatorname{Pr}([v])$. The process constructs a labeled tree, beginning with a single root vertex $r$ labeled $[r]=A$ at stage 0 with $d(r)=0$. At stage $s+1$, the Galton-Watson process checks if there are any vertices of depth equal to $s$. If there are, then for each pair $(v, E)$ of vertex $v$ with $d(v)=s$ and $E \in \Gamma^{+}[v]$, it randomly chooses one of two things: with probability $z(E)$, it adds a new vertex to the tree as
a child of $v$ and labels this new vertex $E$. If it does not do this, then it does nothing for the pair $(v, E)$. If there are no $v \in G$ of depth $s$, then the process ends.

Each member of $\mathcal{T}_{A}$ can be produced by the Galton-Watson process but not all trees produced by the Galton-Watson process are members of $\mathcal{T}_{A}$. For example, the Galton-Watson process can produce trees that violate part (1) of Proposition 1.3.3.

Claim 1.3.10. Let $T$ be a Moser tree with root vertex labeled $A$. The probability $p_{T}$ that the above Galton-Watson process ends and produces exactly $T$ is given by

$$
p_{T}=\frac{1-z(A)}{z(A)} \prod_{v \in T}\left(z([v]) \prod_{B \in \Gamma[v]}(1-z(B))\right)
$$

Before proving the claim, note that this implies that

$$
p_{T} \geq \frac{1-z(A)}{z(A)} \prod_{v \in T} \operatorname{Pr}([v])
$$

by the local lemma condition. Then, by Proposition 1.3.9,

$$
\begin{equation*}
\operatorname{Pr}(\text { the resample algorithm produces } T) \leq \prod_{v \in T} \operatorname{Pr}([v]) \leq \frac{z(A)}{1-z(A)} p_{T} \tag{1.3.11}
\end{equation*}
$$

Summing over all trees with root node labeled $A$ yields

$$
\sum_{T \in \mathcal{T}_{A}} \operatorname{Pr}(\text { the resample algorithm produces } T) \leq \frac{z(A)}{1-z(A)} \sum_{T \in \mathcal{T}_{A}} p_{T}
$$

The Galton-Watson process can only produce at most one tree (and not always a

Moser tree), so $\sum_{T \in \mathcal{T}_{A}} p_{T} \leq 1$. Thus,

$$
\sum_{T \in \mathcal{T}_{A}} \operatorname{Pr}(\text { the resample algorithm produces } T) \leq \frac{z(A)}{1-z(A)}
$$

Summing over all $A \in \mathcal{A}$ yields

$$
\sum_{T} \operatorname{Pr}(\text { the resample algorithm produces } T) \leq \sum_{A \in \mathcal{A}} \frac{z(A)}{1-z(A)}
$$

Let $\gamma$ be the number of steps in the resample algorithm. Since each step of the resample algorithm produces exactly one tree,

$$
\begin{align*}
\mathbb{E}(\gamma) & =\mathbb{E}(\# \text { of Moser trees produced by the resample algorithm }) \\
& =\sum_{T} \mathbb{E}\left(1_{\{\text {the resample algorithm produces } T\}}\right) \\
& =\sum_{T} \operatorname{Pr}(\text { the resample algorithm produces } T) \\
& \leq \sum_{A \in \mathcal{A}} \frac{z(A)}{1-z(A)}  \tag{1.3.12}\\
& <\infty
\end{align*}
$$

giving the statement of Theorem 1.3.1. It remains to show Claim 1.3.10

Proof of Claim 1.3.10. For each vertex $v \in T$, let $W_{v} \subset \Gamma^{+}([v])$ be the set of inclusive neighbors of $[v]$ that do not occur as a label of some child of $v . p_{T}$ has a factor of

$$
z([v]) \prod_{B \in W_{v}}(1-z(B))
$$

for each $v \in T$ except for the root $r$, which is guaranteed to appear and hence
does not contribute the leading factor of $z([r])$. Therefore, the probability that the Galton-Watson process produces exactly $T$ is given by

$$
\begin{aligned}
p_{T} & =\left[\prod_{B \in W_{r}}(1-z(B))\right]\left[\prod_{v \in T, v \neq r}\left(z([v]) \prod_{B \in W_{v}}(1-z(B))\right)\right] \\
& =\frac{1}{z(A)} \prod_{v \in T}\left(z([v]) \prod_{B \in W_{v}}(1-z(B))\right) .
\end{aligned}
$$

Multiplying and dividing by $\prod_{v \in T, v \neq r}(1-z([v]))$ yields

$$
\begin{aligned}
p_{T} & =\frac{1-z(A)}{z(A)} \prod_{v \in T}\left(\frac{z([v])}{1-z([v])} \prod_{B \in W_{v}}(1-z(B)) \prod_{u \text { child of } v}(1-z([u]))\right) \\
& =\frac{1-z(A)}{z(A)} \prod_{v \in T}\left(\frac{z([v])}{1-z([v])} \prod_{E \in \Gamma^{+}([v])}(1-z(B))\right) .
\end{aligned}
$$

Absorbing $\frac{1}{1-z([v])}$ into the innermost product allows us to replace $\Gamma^{+}([v])$ with $\Gamma([v])$, so

$$
p_{T}=\frac{1-z(A)}{z(A)} \prod_{v \in T}\left(z([v]) \prod_{B \in \Gamma([v])}(1-z(B))\right)
$$

as claimed.

This completes the proof of Theorem 1.3.1.

### 1.4 The Infinite Case

So far, we have only considered finite applications of the Local Lemma. Before bringing the Local Lemma into the realm of computability, we discuss its infinitary state-
ment. We work over the same variable context as in Theorem 1.3.1 with the modifications that $\mathcal{X}=\left\{x_{i}: i \in \omega\right\}$ is an infinite set of independent random variables with finite range and $\mathcal{A}$ is an infinite set of events with each $A \in \mathcal{A}$ completely determined by a finite set $\operatorname{VBL}(A)$. As before, let $\Gamma(A)=\{B: \operatorname{VBL}(A) \cap \operatorname{VBL}(B) \neq \emptyset$ and $A \neq B\}$.

Theorem 1.4.1 (Lovász Local Lemma, Infinite Version). Let $\mathcal{X}$ and $\mathcal{A}$ be as above. If there exists a real-valued function $z: \mathcal{A} \rightarrow(0,1)$ such that, for each $A \in \mathcal{A}$,

1. $A$ is mutually independent from $\mathcal{A} \backslash \Gamma^{+}(A)$ and
2. 

$$
\operatorname{Pr}(A) \leq z(A) \prod_{B \in \Gamma(A)}(1-z(B))
$$

then there exists an assignment of the variables in $\mathcal{X}$ that avoids all the events $A \in \mathcal{A}$.

Proof. This follows from the same argument as the infinite versions of Theorems 1.2.1 and 1.2.2, although we must make use of assumptions that were previously implicit. For each $s \in \omega$, let $\mathcal{A}_{s}$ be the set of $A \in \mathcal{A}$ such that $\operatorname{VBL}(A) \subset\left\{x_{1}, x_{2}, \ldots, x_{s}\right\}$. The range of each $x_{i}$ is finite, so there are only finitely many unique events in $\mathcal{A}_{s}$. Thus, by the finite version of the Local Lemma, there is an assignment of the variables $x_{1}, x_{2}, \ldots, x_{s}$ avoiding all $A \in \mathcal{A}_{s}$. Furthermore, if some assignment $\sigma$ of the variables makes all $A \in \mathcal{A}_{s}$ false, then $\left.\sigma\right|_{n}$ makes all $A \in \mathcal{A}_{n}$ false. Thus, the set of assignments of finite initial segments $x_{1}, x_{2}, \ldots, x_{s}$ of $\mathcal{X}$ that avoid all $A \in \mathcal{A}_{s}$ forms an infinite tree $T$. $T$ is finitely branching because each $x_{i}$ has finite range. Therefore, $T$ has a path $X$ by Königs lemma. To see that $X$ makes each $A \in \mathcal{A}$ false, note that because $\operatorname{VBL}(A)$ is finite there is some stage $s$ such that $A \in \mathcal{A}_{s}$, so $\left.X\right|_{s}$ makes $A$ false. Therefore, $X$ also makes $A$ false.

The infinite resample algorithm has the same definition as in the finite case. Rumyantsev and Shen's analysis of the infinite resample algorithm yields a computable version of the Local Lemma. The argument requires in an essential way that for each $x \in \mathcal{X}$, the set $\{A \in \mathcal{A}: x \in \operatorname{VBL}(A)\}$ is finite. We also need the following computability assumptions:

1. The events $\mathcal{A}=A_{1}, A_{2}, A_{3}, \ldots$ are computably presented. That is, $\operatorname{VBL}\left(A_{i}\right)$ and the finite set of assignments of the variables in $\operatorname{VBL}\left(A_{i}\right)$ that make $A_{i}$ true are both uniformly computable with respect to $i$.
2. Each $x_{i}$ has a rational-valued probability distribution that is uniformly computable with respect to $i$.
3. The code for the finite set of indices $\left\{j: x_{i} \in \operatorname{VBL}\left(A_{j}\right)\right\}$ is uniformly computable given $i$.

Theorem 1.4.2 (Lovász Local Lemma, Computable Version [27]). Let $\mathcal{X}$ and $\mathcal{A}$ be as above. If there exists a rational constant $\alpha \in(0,1)$ and a computable rational-valued function $z: \mathcal{A} \rightarrow(0,1)$ such that, for each $A \in \mathcal{A}$,

1. $A$ is mutually independent from $\mathcal{A} \backslash \Gamma^{+}(A)$, and
2. 

$$
\operatorname{Pr}(A) \leq \alpha z(A) \prod_{B \in \Gamma(A)}(1-z(B))
$$

then there exists a computable assignment of the variables in $\mathcal{X}$ that avoids all the events $A \in \mathcal{A}$.

Note the extra factor of $\alpha$ on the right hand side of the inequality. It is used
to control the probability of long chains of resampling late events that cause earlier events to go from false to true.

### 1.5 Probabilistic Turing Machines

To model the resample algorithm, Rumyantsev and Shen use a custom model of computation that allows the output tape to be rewritable - that is, the machine can change the contents of each output cell arbitrarily often. We think of these machines as random variables from Cantor space equipped with the Cantor measure to partial functions from $\omega$ to $\{0,1\}$. In order to simulate this using standard models of computation, we treat inputs to a Turing functional as ordered pairs $(i, s)$, where $\Phi(i, s)$ represents the contents of the $i$ 'th cell at stage $s$.

Definition 1.5.1 (Rewritable Probabilistic Turing Machine). A rewritable probabilistic Turing machine is a random variable $\boldsymbol{\Phi}: 2^{\omega} \rightarrow\{$ partial functions from $\omega$ to $\{0,1\}\}$ equipped with a total computable Turing functional $\Phi$ with the property that

$$
\Phi(B)(i)= \begin{cases}\lim _{s \rightarrow \infty} \Phi^{B}(i, s) & \text { if the limit exists } \\ \uparrow & \text { otherwise }\end{cases}
$$

for all $i$.

We will be interested in the output distribution of rewritable probabilistic Turing machines $\boldsymbol{\Phi}$. Suppose that $\operatorname{Pr}(\boldsymbol{\Phi}(i) \downarrow$ for all $i)=1$. Then, the probability distribution $Q$ on the output of $\boldsymbol{\Phi}$ is determined by its values $Q\left(\Sigma_{x}\right)=\mu\left(\left\{B: \Phi(B) \in \Sigma_{x}\right\}\right)$ where $\Sigma_{x}$ is the cone of infinite extensions of the binary string $x$. We say that $Q$ is computable if $Q\left(\Sigma_{x}\right)$ is uniformly computable with respect to $x$. The following
proposition states that we can compute $Q$ if there is a computable function $N(i, \delta)$ such that the probability that the $i$ 'th entry changes after step $s=N(i, \delta)$ is less than $\delta$.

Proposition 1.5.2. Let $\boldsymbol{\Phi}$ be a rewritable probabilistic Turing machine with Turing functional $\Phi$. Suppose that there is a computable function $N(i, \delta)$ such that the probability that the $i$ 'th entry changes after step $N(i, \delta)$ is less than $\delta$. Then,

1. For each $i, \operatorname{Pr}(\boldsymbol{\Phi}(i) \downarrow)=1$.
2. The output distribution on $\mathbf{\Phi}(i)$ is uniformly computable w.r.t. $i$.

We call rewritable probabilistic Turing machines satisfying the conclusions of Proposition 1.5.2 layerwise computable mappings.

Proof. It is sufficient to show that, given rational $\delta>0$ and $x \in 2^{<\omega}$, we can approximate $Q\left(\Sigma_{x}\right)$ with error at most $\delta$. Let $|x|=\operatorname{length}(x)$. Let

$$
k=\max (\{N(i, \delta /|x|): i<|x|\}) .
$$

Because $\Phi$ is a total Turing functional, there is computable function $m: \omega \rightarrow \omega$ such that $\Phi^{\sigma}(i, n) \downarrow$ for every $n, i<n$ and $\sigma \in 2^{m(n)}$. Therefore, for all $n, i \leq n$ and $B \in 2^{\omega}, \Phi^{\left.B\right|_{m(n)}}(i, n) \downarrow$. For the purpose of properly notating probabilities, let $I$ : $2^{\omega} \rightarrow 2^{\omega}$ be the identity random variable; that is, $I(B)=B$. Then, we approximate $Q\left(\Sigma_{x}\right)$ by

$$
\begin{aligned}
\widehat{Q}\left(\Sigma_{x}\right) & =\frac{\#\left\{y \in 2^{m(k)}: \Phi^{y}(i, k) \downarrow=x(i) \text { for all } i<|x|\right\}}{2^{m(k)}} \\
& =\operatorname{Pr}\left(\Phi^{\left.I\right|_{m(k)}}(i, k)=x(i) \text { for all } i<|x|\right) .
\end{aligned}
$$

Then,

$$
\begin{aligned}
\left|Q\left(\Sigma_{x}\right)-\widehat{Q}\left(\Sigma_{x}\right)\right| & \leq \operatorname{Pr}\left((\exists i<|x|)(\exists s>k)\left[\Phi^{I}(i, s) \neq \Phi^{I}(i, k)\right]\right) \\
& =\sum_{y \in 2^{m(k)}} \operatorname{Pr}\left((\exists i<|x|)(\exists s>k)\left[\Phi^{I}(i, s) \neq \Phi^{y}(i, k)\right] \mid y \prec I\right) \operatorname{Pr}(y \prec I) \\
& \leq \sum_{y \in 2^{m(k)}} \sum_{i<|x|} \operatorname{Pr}\left((\exists s>k)\left[\Phi^{I}(i, s) \neq \Phi^{y}(i, k)\right] \mid y \prec I\right) \operatorname{Pr}(y \prec I) \\
& \leq \sum_{i<|x|} \frac{\delta}{|x|}\left(\sum_{y \in 2^{m(k)}} \operatorname{Pr}(y \prec I)\right) \\
& =\delta
\end{aligned}
$$

so we have successfully approximated $Q\left(\Sigma_{x}\right)$ with error less than or equal to $\delta$.

Now that we have a computable output distribution for a layerwise computable mapping, we can find a computable element of its output.

Proposition 1.5.3. Let $\boldsymbol{\Phi}$ be a layerwise computable mapping and let $F \subset 2^{\omega}$ be a closed set such that $\operatorname{Pr}(\Phi \in F)=1$. Then, $F$ has a computable element.

Proof. Let $Q\left(\Sigma_{x}\right)=\operatorname{Pr}(x \prec \Phi)$. Part 1 of Proposition 1.5.2 implies that $Q\left(\Sigma_{x}\right)=$ $Q\left(\Sigma_{x \frown 0}\right)+Q\left(\Sigma_{x \frown 1}\right)$, so if $Q\left(\Sigma_{x}\right)>0$ then either $Q\left(\Sigma_{x \frown 0}\right)>0$ or $Q\left(\Sigma_{x \frown 1}\right)>0$. Thus, if $Q\left(\Sigma_{x}\right)>0$, we can computably define a computable $A \in 2^{\omega}$ such that $x \prec A$ and for each $\tau \prec A, Q\left(\Sigma_{\tau}>0\right)$. If $A \notin F$, then, since $F$ is closed, there is some $\tau \prec A$ such that $\tau$ has no extensions in $F$. But $Q\left(\Sigma_{\tau}\right)>0$, contradicting that $X \in F$ with probability 1 . Thus, $A \in F$.

We can also define rewritable probabilistic Turing machines which compute from a fixed oracle. This works by modifying Definition 1.5.1 to allow the Turing functional
$\Phi$ to have an oracle. Fix rewritable probabilistic Turing machine $\boldsymbol{\Phi}$. For $C \in 2^{\omega}$, we write $\boldsymbol{\Phi}^{C}$ to denote the layerwise rewritable probabilistic Turing machine

$$
\Phi^{C}(B)(i)= \begin{cases}\lim _{s \rightarrow \infty} \Phi^{B \oplus C}(i, s) & \text { if the limit exists } \\ \uparrow & \text { otherwise }\end{cases}
$$

Note that the output of $\boldsymbol{\Phi}^{C}$ might be completely unrelated to the output of $\boldsymbol{\Phi}$.

Proposition 1.5.4. Let $\boldsymbol{\Phi}$ be a rewritable probabilistic Turing machine with Turing functional $\Phi$. Suppose that there is a Turning functional $N(i, \delta)$ such that for each $C \in 2^{\omega}$ we have that the probability that the $i$ 'th entry of $\boldsymbol{\Phi}^{C}(B)$ changes after step $N^{C}(i, \delta)$ is less than $\delta$. Furthermore, suppose that, for each $C$, there is a closed $F_{C} \subset 2^{\omega}$ such that $\mathbf{\Phi}^{C}(B) \in F_{C}$ almost surely. Then there is a Turing functional $\Psi$ such that for each $C, \Psi^{C} \in F_{C}$.

Proof. Use $N^{C}$ and apply Proposition 1.5.2 to compute a Turing functional $\Theta$ such that $\Theta^{C}(x, \cdot)=Q_{C}\left(\Sigma_{x}\right)$ as reals, where $Q_{C}\left(\Sigma_{x}\right)$ is $Q\left(\Sigma_{x}\right)$ for $\boldsymbol{\Phi}^{C}$. Then, compute $\Psi^{C}$ by applying the construction in the proof of Proposition 1.5.3 using $\Theta^{C}$.

However, there is no guarantee that $\bigcap_{C} F_{C} \neq \emptyset$. In the case of non-repetitive binary sequence games, Proposition 1.8 .8 guarantees that $\bigcap_{C} F_{C}=\emptyset$ when $C$ ranges over player 2 strategies.

### 1.6 Computable Local Lemma

It remains to show that the resample algorithm produces a layerwise computable mapping as in Theorem 1.5.2. We can use elements of $2^{\omega}$ as a random source by
coding the finite range of each $x \in \mathcal{X}$ and using a pairing function to determine values for each $x_{i}^{j}$. Let $\Phi^{B}(i, s)$ be the value of $x_{i}$ at stage $s$ of the resample algorithm with random source $B$. Let $\boldsymbol{\Phi}(B)(i)=\lim _{s \rightarrow \infty} \Phi^{B}(i, s)$. We need to show that the rewritable probabilistic Turing machine $\boldsymbol{\Phi}$ associated with $\Phi$ is a layerwise computable mapping. We also need to show that none of the bad events $A \in \mathcal{A}$ are true under the valuation of the $x \in \mathcal{X}$ given by $\Phi(B)$ for almost every $B \in 2^{\omega}$. Then, we can apply Proposition 1.5.3 to the set $F$ of valuations of the $x \in \mathcal{X}$ that make each $A \in \mathcal{A}$ false to show that $F$ has a computable element.

To show that $\boldsymbol{\Phi}$ is layerwise computable, we need to compute $N(i, \delta)$ such that $x_{i}$ changes with probability less than $\delta$ after stage $N(i, \delta)$. Because each $x_{i}$ is involved in finitely many events and the set of events is uniformly computable, it is sufficient to find an $M(i, \delta)$ such that the probability that $A_{i}$ is resampled after stage $M(i, \delta)$ is less than $\delta$. Fix $i$ and $\delta$. Let $k$ be such that $A_{1}, A_{2}, \ldots, A_{k}$ contains all events at distance $m$ or less from $A_{i}$ in the dependency graph for $m$ such that

$$
\alpha^{m} \frac{z\left(A_{i}\right)}{1-z\left(A_{i}\right)} \leq \delta / 2
$$

Let $T_{k}$ be the random variable whose value is the first stage such that each of $A_{1}, A_{2}, \ldots, A_{k}$ are false. The event " $A_{i}$ is resampled after time $t$ " is covered by the events $t<T_{k}$ and $t \geq T_{k}$. We show that the probability of both of these events effectively converges to 0 .

Because the resample algorithm resamples events with lower indices first, no $A_{j}$ with $j>k$ can be resampled before $T_{k}$. Thus, we can use the bound in Line 1.3.12
to get

$$
\mathbb{E}\left(T_{k}\right)<\sum_{i<k} \frac{z\left(A_{i}\right)}{1-z\left(A_{i}\right)}
$$

By Markov's inequality,

$$
\operatorname{Pr}\left(T_{k} \geq t\right) \leq \frac{\mathbb{E}\left(T_{k}\right)}{t}
$$

which we can solve to find $s$ large enough so that

$$
\begin{equation*}
\operatorname{Pr}\left(T_{k} \geq s\right)<\delta / 2 \tag{1.6.1}
\end{equation*}
$$

Finding such $s$ is uniformly computable from $i$ and $\delta$. We set $M(i, \delta)=s$.

Since $\operatorname{Pr}\left(T_{k} \geq s\right)<\delta / 2$, we also have that
$\operatorname{Pr}\left(A_{i}\right.$ is resampled after stage $s$ and $\left.T_{k} \geq s\right)<\delta / 2$.

Now we bound the probability that $A_{i}$ is resampled at some stage $t_{1}>s$ and $T_{k}<s$. Consider the $\log$ of resampling $E_{1}, E_{2}, \ldots$. Suppose that $A_{i}$ is resampled at some stage $t_{1}>s>T_{k}$. We claim that there must be a sequence of stages $T_{k}<t_{m}<t_{m-1} \cdots<t_{3}<t_{2}<s<t_{1}$ such that for each $1<j \leq m$, we have that $E_{t_{j-1}}$ is false before resampling $E_{t_{j}}$ at stage $t_{j}$ and true after resampling $E_{t_{j}}$ at stage $t_{j}$.

We prove the claim by induction on the final index $n \leq m$ of the sequence. For $n=1$, the sequence $t_{1}$ satisfies the requirements. Suppose there is a such a sequence of stages $T_{k}<t_{n-1}<t_{n-2}<\cdots<t_{1}$. For resampling $E_{t_{j+1}}$ to change the truth value of $E_{t_{j}}$, it must be the case that $\operatorname{Var}\left(E_{t_{j+1}}\right) \cap \operatorname{Var}\left(E_{t_{j}}\right) \neq \emptyset$ and hence $E_{t_{j+1}} \in \Gamma^{+}\left(E_{t_{j}}\right)$.

It follows that $E_{t_{n-1}}$ is of distance at most $n \leq m$ from $E_{t_{1}}=A_{i}$. Because all events of distance $d \leq m$ from $A_{i}$ are false at $T_{k}$, we have that $E_{t_{n-1}}$ is false at stage $T_{k}$. So, there must be some $t^{\prime}$ such that $T_{k}<t^{\prime}<t_{n-1}$ such that $E_{t_{n-1}}$ goes from being false before resampling $E_{t^{\prime}}$ at stage $t^{\prime}$ to being true after the resampling $E_{t^{\prime}}$ at stage $t^{\prime}$. This exactly the condition required for $t_{n}$, so we let $t_{n}=t^{\prime}$. This completes the proof of the claim.

Recall that the LLL condition for the computable version (Theorem 1.4.2 requires an additional factor of $\alpha \in(0,1)$. Then, Inequality 1.3.11 becomes

$$
\operatorname{Pr}(\text { the resample algorithm produces } T) \leq \alpha^{|T|} \frac{z\left(A_{i}\right)}{1-z\left(A_{i}\right)} p_{T}
$$

Consider the Moser tree $S$ associated with $E_{1}, \ldots, E_{t_{1}}=A_{i}$. The subsequence $E_{t_{m}}, E_{t_{m-1}}, \ldots, E_{t_{1}}$ is a chain of neighbors, so $S$ has at least $m$ vertices and root node labeled $A_{i}$. Let $B$ be the event that the resample algorithm produces a tree of size $m$ with root node labeled $A_{i}$. It follows that
$\operatorname{Pr}\left(A_{i}\right.$ is resampled at stage $t_{0}>s$ and $\left.T_{k}<t_{1}\right) \leq \operatorname{Pr}(B)$

$$
\begin{aligned}
& \leq \sum_{T \in \mathcal{T}_{A_{i}},|T| \geq m} \alpha^{|T|} \frac{z\left(A_{i}\right)}{1-z\left(A_{i}\right)} p_{T} \\
& \leq \alpha^{m} \frac{z\left(A_{i}\right)}{1-z\left(A_{i}\right)} \sum_{T \in \mathcal{T}_{A_{i}}} p_{T} \\
& \leq \alpha^{m} \frac{z\left(A_{i}\right)}{1-z\left(A_{i}\right)} \\
& \leq \delta / 2
\end{aligned}
$$

Thus, we have that $\operatorname{Pr}\left(A_{i}\right.$ is resampled after stage $\left.s\right) \leq \delta$. Therefore, the resample
algorithm is a layer-wise computable mapping. To apply Proposition 1.5.3, we just need to check that the output sequence

$$
\lim _{t \rightarrow \infty} x_{1}^{V_{t}(1)} \lim _{t \rightarrow \infty} x_{2}^{V_{t}(2)} \lim _{t \rightarrow \infty} x_{3}^{V_{t}(3)} \ldots
$$

makes each $A \in \mathcal{A}$ false almost surely, and that making each $A \in \mathcal{A}$ false is closed. To see that latter, note that each $A$ being true is open, so the intersection of them all being false is closed. To see the former, fix $A_{i} \in \mathcal{A}$ and suppose that $A$ is true in the output sequence. Then, the resample algorithm resamples some $A_{j}$ with $j \leq i$ infinitely many times. However, this happens with probability 0 as we have just shown that as $t$ goes to infinity, the probability that $A_{j}$ gets resampled after time $t$ goes to 0 . Since $\mathcal{A}$ is countable, the union probability that any $A \in \mathcal{A}$ is true in the output sequence is also 0 .

Thus, the resample algorithm is a layerwise computable mapping which almost surely converges in the closed set $F$ of all valuations of the $x_{i} \in \mathcal{X}$ that make each $A \in \mathcal{A}$ false. By Proposition 1.5.3, $F$ has a computable element. This completes the proof of Theorem 1.4.2.

### 1.7 The Lefthanded Local Lemma

We would like to prove computable versions of Theorems 1.2.1 and 1.2.2. However, although we have a computable version of the local lemma, we cannot apply it to these problems due to the additional constraint that for each $x_{i}$, the set $\left\{A: x_{i} \in \operatorname{VBL}(A)\right\}$ is finite. To see this, for Theorem 1.2.1, fix an $\varepsilon$ and $N_{\varepsilon}$ satisfying the conditions. For
fixed $x_{i}$, consider

$$
S=\left\{A_{k, l, n}: x_{i} \in \operatorname{VBL}\left(A_{k, l, n}\right) \wedge n>N_{\varepsilon} \wedge l-k<(2-\varepsilon)^{n}\right\} .
$$

Fix $A_{k_{0}, l_{0}, n_{0}} \in S$ such that $x_{i} \in\left[k_{0}, k_{0}+n_{0}-1\right]$. Then, for each $n>n_{0}, A_{k_{0}, l_{0}, n} \in S$ as well, so $S$ is infinite. A first step to solving this problem is restricting $\mathcal{A}$ to the $A_{k, l, n}$ such that $(l-k)=\left\lfloor(2-\varepsilon)^{n}\right\rfloor$.

This is still a sufficient set of events because if $A_{k, l, n}$ is false, then the interval $[k, k+n)$ does not have the same entries as $[l, l+n)$. This implies that for any $m>n$, $[k, k+m)$ also does not have the same entries as $[l, l+m)$. Therefore, if $A_{k, l, n}$ is false then $A_{k, l, m}$ is false for each $m>n$.

This seems helpful because for fixed $l$ and $k$, there is only one $n$ to worry about. However, we still find infinitely many $A_{k_{0}, l, n} \in \mathcal{A}$ by increasing both $n$ and $l$ simultaneously.

A similar problem occurs for the $A_{k, n}$ from the proof of Theorem 1.2.2. If $x_{i} \in$ $\left[k_{0}, k_{0}+n_{0}-1\right]$ then $x_{i} \in\left[k_{0}, k_{0}+n-1\right]$ for each $n>n_{0}$.

While there may be some clever way of further reducing the event space, we will solve this issue by resampling fewer variables for each event. In the proof of Theorem 1.4.2, the assumption that each $x_{i}$ is part of finitely many events is required so that each $x_{i}$ eventually stops getting resampled. In Theorems 1.2.2 and 1.2.1, note that resampling just the latter half of the variables of $A_{k, l, n}$ is enough to "reset" the probability of $A_{k, l, n}$, and likewise for $A_{k, n}$. We can take advantage of this during the resample algorithm.

In the case of Theorem 1.2.1, when $A_{k, l, n}$ needs to be resampled, instead of resampling all of $\operatorname{VBL}\left(A_{k, l, n}\right)$ we only resample a subset $\operatorname{RSP}\left(A_{k, l, n}\right):=[l, l+n)$. We call
$\operatorname{RSP}\left(A_{k, l, n}\right)$ the resample variables of $A_{k, l, n}$. The remaining variables, $\operatorname{STC}\left(A_{k, l, n}\right):=$ $\operatorname{VBL}\left(A_{k, l, n}\right) \backslash \operatorname{RSP}\left(A_{k, l, n}\right)$ remain the same. We call $\operatorname{STC}\left(A_{k, l, n}\right)$ the static variables of $A_{k, l, n}$. Note the probability of $A_{k, l, n}$ after resampling $\operatorname{VBL}\left(A_{k, l, n}\right)$ is equal to the probability of $A_{k, l, n}$ after resampling only $\operatorname{RSP}\left(A_{k, l, n}\right)$. Given any valuation $\mu$ of the variables in $\operatorname{STC}\left(A_{k, l, n}\right)$, let $E_{\mu}$ be the event that $x=\mu(x)$ for each $x \in \operatorname{STC}\left(A_{k, l, n}\right)$. We have
$\operatorname{Pr}\left(A_{k, l, n}\right.$ is true after resampling the variables in $\left.\operatorname{RSP}\left(A_{k, l, n}\right) \mid E_{\mu}\right)=2^{-n}$,
which is equal to $\operatorname{Pr}\left(A_{k, l, n}\right)$.
However, reducing the number of variables we resample makes it more difficult to couple the Moser-Tardos algorithm with a $T$-check. To ensure that the $T$-check and the Moser-Tardos algorithm resample events in the same order, we will need to assign priorities to the events in $\mathcal{A}$. In the case of Theorem 1.2.1, we will prioritize events by the right endpoints of their resample sets.

### 1.7.1 The Computable Lefthanded Local Lemma

Let $\mathcal{X}=\left\{x_{1}, x_{2}, x_{3}, \ldots\right\}$ be a set of independent random variables and let $\mathcal{A}$ be a countable set of events, each $A \in \mathcal{A}$ with a finite set $\operatorname{VBL}(A) \subset \mathcal{X}$ such that $A$ completely depends on the variables in $\operatorname{VBL}(A)$. For each $A \in \mathcal{A}$ fix a subset $\operatorname{RSP}(A) \subset \operatorname{VBL}(A)$ that we will resample when $A$ is true during the resample algorithm. Designate $\operatorname{STC}(A):=\operatorname{VBL}(A) \backslash \operatorname{RSP}(A)$ as the (finite) list of variables possibly dependent with $A$ that we do not resample. We also require that $\operatorname{RSP}(A)$ is an interval $[a, b)=\left\{x_{a}, x_{a+1}, \ldots, x_{b-1}\right\}$ and that $\max (\operatorname{STC}(A))<\min (\operatorname{RSP}(A))$ for
all $A \in \mathcal{A}$. We define the neighborhood relation $\Gamma(A)$ by $B \in \Gamma(A)$ if and only if $\operatorname{RSP}(A) \cap \operatorname{RSP}(B) \neq \emptyset$ and $A \neq B$. Note that it is no longer the case that $B \notin \Gamma(A)$ implies that $A$ and $B$ are independent. As before, let $\Gamma^{+}(A)=\Gamma(A) \cup\{A\}$.

Fix a total linear order $\succ$ of order type $\omega$ on $\mathcal{A}$ such that

$$
[\max (\operatorname{RSP}(A))>\max (\operatorname{RSP}(B))] \Longrightarrow[A \succ B]
$$

Note that such an order always exists because we will assume that for each $x \in \mathcal{X}$, the set of events $\{A \in \mathcal{A}: x \in \operatorname{RSP}(A)\}$ which can resample $x$ is finite.

Definition 1.7.1. If $A \prec B$ and $A \notin \Gamma(B)$ then we write $A \ll B$.

The relation $A \ll B$ indicates that $A \prec B$ and that $A$ and $B$ have some amount of separation between their resample sets. We now develop some basic properties of $\prec$ and $\ll$.

It follows from definition chasing that for all events $A, B \in \mathcal{A}$, we have that $A \ll B$ if and only if $\operatorname{RSP}(A)$ is completely to the left of $\operatorname{RSP}(B)$. The latter half of this biconditional implies that $\operatorname{RSP}(B) \cap \operatorname{VBL}(A)=\emptyset$. This gives us that $A \ll B$ implies that resampling $B$ has no effect on $A$. It also follows from the biconditional that $\ll$ is transitive.

Definition 1.7.2. The lefthanded resample algorithm follows the same steps as the resample algorithm, modified in two ways.

- The resample algorithm chooses the $\succ$-least true event to resample instead of going by an arbitrary indexing.
- When the resample algorithm resamples $A \in \mathcal{A}$, it resamples the variables in $\operatorname{RSP} A \subset \operatorname{VBL} A$ instead of all of VBL $A$.

In our analysis of when the lefthanded resample algorithm converges, we need to keep track of the probability that each $A \in \mathcal{A}$ becomes false after resampling the variables $\operatorname{RSP}(A)$. However, this depends on the current valuation of $\operatorname{STC}(A)$. For $\mu$ an evaluation of some set of variables, let $E_{\mu}$ be the event that values of the variables match their valuation by $\mu$. For $A \in \mathcal{A}$, let $\mathcal{E}_{A}$ be the set of valuations of the variables in $\operatorname{STC}(A)$.

The following theorem gives conditions for which this modified resample algorithm converges.

Theorem 1.7.3. Let $\mathcal{A}, \mathcal{X}$, and $\Gamma$ all be as above. Suppose there is $z: \mathcal{A} \rightarrow(0,1)$ and $P^{*}: \mathcal{A} \rightarrow(0,1)$ such that for each $A \in \mathcal{A}$,

$$
P^{*}(A) \geq \sup _{\mu \in \mathcal{E}_{A}}\left(\operatorname{Pr}\left(A \mid E_{\mu}\right)\right)
$$

and

$$
P^{*}(A) \leq z(A) \prod_{B \in \Gamma(A)}(1-z(B)) .
$$

Then, for any finite subset of events $\mathcal{B} \subset \mathcal{A}, t_{\mathcal{B}}=$ "the first stage at which all $B \in$ $\mathcal{B}$ are false" has finite expectation when the lefthanded resample algorithm is run.

The rest of this section constitutes the proof of Theorem 1.7.3, broken up into subsections.

### 1.7.1.1 Logs and Moser Trees

We will need to precisely define the probability spaces we are working with. Let $\Omega$ be the probability space of valuations of $\mathcal{X}$. Let $\mathcal{X}^{\prime}=\left.\left\{x_{i}^{j}\right\}\right|_{i, j \in \mathbb{N}}$ such that each $x_{i}^{j}$
has the same probability distribution as $x_{i}$. Let $\Omega^{\prime}$ be the probability space of all valuations the variables in $\mathcal{X}^{\prime}$.

It will be helpful to temporarily decouple possible logs of the resample algorithm from the resample algorithm itself. We call a sequence of events $E_{1}, E_{2}, \ldots, E_{n}$ a legal $\log$ if for each $1 \leq i<n, E_{i} \ngtr E_{i+1}$.

Claim. Every log produced by a run of the resample algorithm is a legal log.

Proof. Let $E_{1}, \ldots, E_{n}$ be an initial segment of the $\log$ of the resample algorithm. Suppose that $E_{i} \gg E_{i+1}$. Then, $E_{i+1}$ must be false at stage $i$, as otherwise, the resample algorithm would have picked $E_{i+1}$ to resample at stage $i$. Therefore, $E_{i+1}$ went from false to true after resampling $E_{i}$. But $E_{i} \gg E_{i+1}$ implies that $\operatorname{RSP}\left(E_{i}\right) \cap$ $\operatorname{VBL}\left(E_{i+1}\right)=\emptyset$, so resampling $E_{i}$ could not have changed the truth value of $E_{i+1}$.

Furthermore, any sub-interval of a legal log is legal. We will use the following fact.

Lemma 1.7.4. Let $E_{1}, E_{2}, \ldots, E_{n}$ be a legal log. Let $1 \leq i<j \leq n$ and suppose that $E_{i} \succ E_{j}$. Then, there is some $k$ with $i \leq k<j$ such that $E_{k} \in \Gamma^{+}\left(E_{j}\right)$.

Proof. If $E_{i} \in \Gamma^{+}\left(E_{j}\right)$ then we are done. Otherwise, $E_{i} \gg E_{j}$. Since $E_{1}, E_{2}, \ldots, E_{n}$ is a legal $\log$, there is some $k$ (in particular, $k=j-1$ ) with $i<k<j$ and that $E_{k} \ngtr E_{j}$ 。 If $E_{k} \in \Gamma^{+}\left(E_{j}\right)$ then we are done. Otherwise, $E_{k} \ll E_{j}$. Then, we can fix the least $s$ such that $i<s<j$ such that $E_{s} \ll E_{j}$. Thus, $E_{s-1} \nless E_{j}$. If $E_{s-1} \in \Gamma^{+}\left(E_{j}\right)$, then we are done. Otherwise, $E_{s-1} \gg E_{j}$. Since $E_{j} \gg E_{s}$ and $\gg$ is transitive, we have that $E_{s-1} \gg E_{s}$. This contradicts that $E_{1}, \ldots, E_{n}$ is a legal log.

Similarly to the proof of the original algorithmic local lemma, we construct a Moser tree based on the log. To construct the Moser tree associated with the legal
$\log E_{1}, E_{2}, \ldots, E_{n}$, we use the same process as before except that we use the new definition of $\Gamma(A)$.

Fix a Moser tree $T$ and a legal $\log E_{1}, E_{2}, \ldots, E_{n}$ that produces $T$. For $v \in T$, let $q(v)$ be the stage at which $v$ is added to $T$, so that $[v]=E_{q(v)}$. Proposition 1.3.3 holds with the same proof.

We will see that requiring the resample algorithm to prioritize events by their $\prec$-order fixes the order of vertices added during the construction of a given Moser tree: for any Moser tree $T$, the most recently added vertex is the one whose label is $\prec$-least among all vertices of maximal depth among its neighbors. To be precise, define $M(T)=\left\{v: d(v)=\max \left(\left\{d(w):[w] \in \Gamma^{+}([v])\right\}\right)\right\}$. Since the labels of children of $v$ are neighbors of $[v]$, we have that members of $M(T)$ must be leaves of $M(T)$, as otherwise they would have a child and hence a neighbor of greater depth. Furthermore, let $[M(T)]=\{[v]: v \in M(T)\}$. Then, let $G(T)=v$ such that $[v]$ is the $\prec$-least element of $[M(T)]$. This is well defined because if two vertices have the same label then they have different depths, so only one of them can be in $M(T)$. List the vertices of $T$ as $v_{1}, v_{2}, \ldots, v_{|T|}$ by $v_{1}=G(T)$ and $v_{i+1}=G\left(T \backslash\left\{v_{1}, \ldots, v_{i}\right\}\right)$.

First we confirm that $G(T)$ indeed extracts the most recently added vertex of $T$.

Lemma 1.7.5. Let $E_{1}, \ldots E_{n}$ be a legal log producing a Moser tree $T$ enumerated as above by $T=\left\{v_{1}, \ldots, v_{|T|}\right\}$ with $v_{1}=G(T)$ and $v_{i+1}=G\left(T \backslash\left\{v_{1}, \ldots, v_{i}\right\}\right)$. Then,

$$
q\left(v_{1}\right)=\min \{q(w): w \in T\}
$$

Proof. Let $w \in T$ be such that $q(w)=\min (\{q(v): v \in T\}$. First we show that $w \in M(T)$. Then we show that $[w]$ is the $\prec$-least member of $[M(T)]$ and therefore that $w=G(T)=v_{1}$.

To see that $w \in M(T)$, note that $w$ is the last vertex added to $T$ and therefore has maximal depth among $\left\{v:[v] \in \Gamma^{+}(w)\right\}$.

To see that $[w]$ is the $\prec$-least member of $[M(T)]$, let $v$ be such that $[v]$ is the $\prec$-least member of $[M(T)]$ and suppose that $w \neq v$. Then, $[v] \prec[w]$. Since $w, v \in$ $M(T),[w] \notin \Gamma^{+}([v])$. Therefore, $[w] \gg[v]$. By Lemma 1.7.4, there is some $k$ with $q(w)<k<q(v)$ such that $E_{k} \in \Gamma^{+}([v])$. Then, at stage $k$ of constructing the Moser tree, a vertex $v^{\prime}$ with label $E_{k}$ would be added to $T$. Since $k<q(v)$, we have that $v$ would already have been added to the tree. However, since $E_{k} \in \Gamma^{+}([v])$, we have that $d\left(v^{\prime}\right)>d(v)$, contradicting that $v \in M(T)$.

Next, we show that removing $G(T)$ corresponds to removing an initial segment of a legal $\log$ producing $T$.

Lemma 1.7.6. Let $E_{1}, \ldots E_{n}$ be a legal $\log$ producing a Moser tree $T$ and let $v=$ $G(T)$. Then, the legal $\log E_{q(v)+1}, \ldots E_{n}$ produces the Moser tree $T \backslash\{v\}$.

Proof. Let $R$ be the Moser tree produced at stage $q(v)+1$ by the Moser tree construction.

By Lemma 1.7.5, we have that for each $w \in T$, if $w \neq v$ then $q(w)>q(v)$. Hence, for each $w \in T$ such that $w \neq v, E_{q(v)+1}, \ldots E_{n}$ contains each $E_{q(w)}$. Therefore, for each $w \in T$ with $w \neq v$, we have that $w \in R$. Hence, $R=T \backslash\{v\}$.

Because the events are exactly the same and in the same order, the Moser tree produced by $E_{q(v)+1}, \ldots E_{n}$ is also $R=T \backslash\{v\}$.

We are now ready to give a categorization of all legal logs producing $T$.

Lemma 1.7.7. Let $E_{1}, \ldots E_{n}$ be a legal log producing a Moser tree $T$ enumerated as above by $T=\left\{v_{1}, \ldots, v_{|T|}\right\}$ with $v_{1}=G(T)$ and $v_{i+1}=G\left(T \backslash\left\{v_{1}, \ldots, v_{i}\right\}\right)$. Then,
$q\left(v_{1}\right)<q\left(v_{2}\right)<q\left(v_{3}\right)<\ldots<q\left(v_{|T|}\right)=n$. Furthermore, if $q\left(v_{i}\right)<k<q\left(v_{i+1}\right)$ then $E_{k} \ll\left[v_{j}\right]$ for all $j>i$. Additionally, if $k<q\left(v_{1}\right)$ then $E_{k} \ll\left[v_{j}\right]$ for all $j$.

Proof. First we show that $q\left(v_{1}\right)<q\left(v_{2}\right)<q\left(v_{3}\right)<\ldots<q\left(v_{|T|}\right)$ by induction.
Base case: The fact that $q\left(v_{1}\right)=\min (q(v): v \in T)$ is exactly Lemma 1.7.5.
Induction step: Suppose that $q\left(v_{1}\right)<q\left(v_{2}\right)<\ldots<q\left(v_{k}\right)$. By iterated applications of Lemma 1.7.6, the legal $\log E_{q\left(v_{k}\right)+1}, E_{q\left(v_{k}\right)+2}, \ldots, E_{n}$ produces $T \backslash\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$. By Lemma 1.7.5, the least value of $q(v)$ for $v \in T \backslash\left\{v_{1}, \ldots, v_{k}\right\}$ in the new legal log is obtained by $v=G\left(T \backslash\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}\right)=v_{k+1}$. This completes the induction.

It remains to show that if $q\left(v_{i}\right)<k<q\left(v_{i+1}\right)$ then $E_{k} \ll\left[v_{j}\right]$ for all $j>i$. For contradiction, suppose that some there are some $k$ and $i$ such that $q\left(v_{i}\right)<k<q\left(v_{i+1}\right)$ and $E_{k} \nless\left[v_{j}\right]$ for some $j>i$. There are two cases: either $E_{k} \in \Gamma^{+}\left(\left[v_{j}\right]\right)$ or $E_{k} \gg\left[v_{i}\right]$. In both cases, there is some $\ell$ such $q\left(v_{i}\right)<\ell<q\left(v_{i+1}\right)$ and $E_{\ell} \in \Gamma^{+}\left(\left[v_{j}\right]\right)$. In the first case, we can set $\ell=k$. In the second case, the existence of such an $\ell$ is given by Lemma 1.7.4. The existence of this $\ell$ is a contradiction: because $E_{\ell}$ is a neighbor of $\left[v_{j}\right]$, we would add another vertex to $T$ at stage $\ell$. However, $\ell \neq q(v)$ for any $v \in T$.

The same proof works in the case that $k<q\left(v_{1}\right)$.
Let $r$ be the root node of $T$. Since $q(r)$ is maximal, we have that $v_{|T|}=r$ as a consequence of Lemma 1.7.7. We abuse notation by also writing $r=|T|$, so that $r=v_{|T|}=v_{r}$, with context disambiguating the two notations.

### 1.7.1.2 The $T$-check

Fix a Moser tree $T$ with root node $r$. We will use a different $T$-check than in the original algorithmic local lemma. Our new $T$-check does exactly what the resample algorithm would do until each $A \ll[v]$ for all $v \in T$ is false. Then, the $T$-check
resamples $[G(T)]$, regardless of any other truth values. Afterwards, it runs the $T \backslash$ $\{G(T)\}$-check, starting with the assignment of the variables that the $T$-check passed on to it. If $T=\emptyset$ then the $T$-check acts exactly as the resample algorithm. For each $v_{i} \in T$, let $\hat{q}\left(v_{i}\right)$ be the stage at which the $T$-check starts doing the $T \backslash\left\{v_{1}, v_{2}, \ldots, v_{i}\right\}$ check. If this never occurs, then $\hat{q}\left(v_{i}\right)=\infty$. We say that the $T$-check passes if each $\hat{q}\left(v_{i}\right)<\infty$ and $\left[v_{i}\right]$ is true at stage $\hat{q}\left(v_{i}\right)$ before it is resampled. Since $r$ is always of minimal depth among it's neighbors,

The reader may find the following equivalent description of the $T$-check useful. The $T$-check runs the resample algorithm until the resample algorithm wants to resample an event that occurs as a label in $T$. When that happens, the resample algorithm instead resamples the event $[G(T)]$. It then removes $G(T)$ from $T$ and continues the resample algorithm. Continuing in this way, the $T$-check resamples the events that occur as labels in $T$ in the order $\left[v_{1}\right],\left[v_{2}\right], \ldots,\left[v_{r}\right]$ (although it possibly will never finish doing so).

Claim. Let $S \in \Omega^{\prime}$. If the resample algorithm run with random source $S$ produces $T$, then the $T$-check passes when run on $S$.

Proof. Suppose that the resample algorithm produces $T$ at some stage $n$. Then, by Lemma 1.7.7, we have that $q\left(v_{1}\right)<q\left(v_{2}\right)<\cdots<q\left(v_{r}\right)$. The $T$-check and resample algorithm coincide until the resample algorithm resamples an event that occurs as a label in $T$. Since the resample algorithm produces $T$, no labels of nodes in $T$ can be resampled before $q\left(v_{1}\right)$, at which point the resample algorithm resamples $\left[v_{1}\right]$. The $T$-check would then resample $[G(T)]=\left[v_{1}\right]$, so the $T$-check and the resample algorithm continue to coincide, so $\hat{q}\left(v_{1}\right)=q\left(v_{1}\right)$. This process continues inductively for all stages. Thus, the $\log$ of the resample algorithm and the $\log$ of the $T$-check are
identical.
Since the logs are identical and both use the same random source, the $T$-check and resample algorithm also have identical valuations of the variables at each stage. In particular, since $\hat{q}\left(v_{i}\right)=q\left(v_{i}\right)$ for each $1 \leq i \leq r$, the $T$ - check always finds $\left[v_{i}\right]$ to be true at stage $\hat{q}\left(v_{i}\right)$ because the resample algorithm does so as well. Therefore, the $T$-check passes.

Thus,
$\operatorname{Pr}(T$ is produced by the resample algorithm $) \leq \operatorname{Pr}($ The $T$-check passes $)$.

It remains to bound the probability that the $T$-check passes. First, we now develop some basic properties of the $T$-check.

Recall that $\hat{V}_{s}(i)$ is equal to the number times $x_{i}$ has been resampled in the $T$ check at the beginning of stage $s$. We will compare various values of the $T$-check when the $T$-check is run on two different random sources $S_{1}, S_{2} \in \Omega^{\prime}$. We will freely think of these values as random variables. For example, $\hat{V}_{t}\left(S_{1}\right)(i)$ is the value of $\hat{V}_{t}(i)$ when the $T$-check is run on random source $S_{1}$. We also treat the $\log$ of the $T$-check as a random variable

$$
\widehat{\log }: \Omega^{\prime} \rightarrow \mathcal{A}^{\leq \omega}
$$

First we note that a few important sets are open and therefore measurable.
Proposition 1.7.8. Let $T$ be the Moser tree enumerated as $T=\left\{v_{1}, \ldots, v_{r}\right\}$. Then,
(a) For any finite sequence of events $E_{1}, E_{2}, \ldots, E_{n}$, the set

$$
\left\{S \in \Omega^{\prime}: E_{1}, \ldots, E_{n} \text { is an initial segment of } \widehat{\log }(S)\right\}
$$

is clopen.
(b) For all $1 \leq i \leq r$ and $k \in \omega$, the set

$$
\left\{S \in \Omega^{\prime}: \hat{q}\left(v_{i}\right)(S)=k\right\}
$$

is clopen.
(c) For all $1 \leq i \leq r, k \in \omega, n \in \operatorname{VBL}\left(\left[v_{i}\right]\right)$ and $\ell \in \operatorname{range}\left(x_{n}\right)$, the set

$$
\left\{S \in \Omega^{\prime}: \hat{q}\left(v_{i}\right)(S)=k \text { and } \hat{V}_{\hat{q}\left(v_{i}\right)}(n)=\ell\right\}
$$

is clopen.

Proof. Membership of the above sets in (a) - (c) are always determined at a finite stage in the $T$-check. Each stage of the $T$-check uses only finitely many of the valuations in $S$. Hence, the sets in (a) - (c) are determined by finitely many elements of $\mathcal{X}^{\prime}$, so they are clopen.

Next, we show that, for each $j$ such that $x_{j} \in \operatorname{RSP}\left(\left[v_{i}\right]\right)$, the value of $\hat{V}_{\hat{q}\left(v_{i}\right)}(j)$ is constant as a random variable of the random source. In other words, whenever the $T$-check checks whether $\left[v_{i}\right]$ is true at stage $\hat{q}\left(v_{i}\right)$, the variables in $\operatorname{RSP}\left(\left[v_{i}\right]\right)$ have always been resampled the same number of times.

Lemma 1.7.9. For each $v_{i} \in T$ and each $x_{j} \in \operatorname{RSP}\left(\left[v_{i}\right]\right)$, we have that $\hat{V}_{\hat{q}\left(v_{i}\right)}(j)$ is constant as a random variable from the subspace $\{\hat{q}(r)<\infty\} \subset \Omega^{\prime}$ to $\mathbb{N}$.

Proof. Fix $v_{i}, x_{j}$. Let $u(i, j)=\left\{s<i: x_{j} \in \operatorname{RSP}\left(\left[v_{s}\right]\right)\right\}$. We will show that $\hat{V}_{\hat{q}\left(v_{i}\right)}(j)=$ $u(i, j)$ whenever $\hat{q}(r)<\infty$. We proceed by induction on $|u(i, j)|$.

Suppose $|u(i, j)|=0$. Assume by way of contradiction that $\hat{V}_{\hat{q}\left(v_{i}\right)}(j)>0$. Then there is some $k<\hat{q}\left(v_{i}\right)$ such that the $k$ 'th event $E_{k}$ of the $\log$ has $x_{j}$ as a resample variable. But then $E_{k} \in \Gamma\left(\left[v_{i}\right]\right)$, so in particular, $E_{k} \nless\left[v_{i}\right]$. Hence, each $A \prec E_{k}$ is false at stage $k$. This also implies that each $A \ll[v]$ for each $[v] \in T$ is false. Therefore, by definition of the $T$-check, $k=\hat{q}\left(v_{\ell}\right)$ for some $\ell<i$. Then, $\ell \in u(i, j)$, contradicting that $u(i, j)=0$.

Suppose that the claim is true whenever $|u(i, j)| \leq n$. We show that it is true for $|u(i, j)|=n+1$. Then, $u(i, j)=\left\{v_{k_{1}}, v_{k_{2}}, \ldots, v_{k_{n+1}}\right\}$ for some increasing sequence $k_{1}, k_{2}, \ldots, k_{n+1}$. Since the sequence is increasing, $\left|u\left(i, k_{n+1}\right)\right|=n$. By the induction hypothesis, $\hat{V}_{\hat{q}\left(v_{k_{n+1}}\right)}(j)=n$. Hence, $\hat{V}_{\hat{q}\left(v_{i}\right)}(j) \geq n+1$. By a similar argument as in the $u(i, j)=0$ case, $\hat{V}_{\hat{q}\left(v_{i}\right)}(j) \ngtr n+1$, so $\hat{V}_{\hat{q}\left(v_{k_{n+1}}\right)}(j)=n+1$.

We introduce some new notation. For any measurable function $\tau: \Omega^{\prime} \rightarrow \Omega$, and any event $E \subset \Omega$, define the event $E^{\tau}:=\tau^{-1}(E)=\left\{S \in \Omega^{\prime}: \tau(S) \in E\right\}$. For $A \in \mathcal{A}$, let $\operatorname{RSP}^{\tau}(A)=\left\{x_{i} \circ \tau: x_{i} \in \operatorname{RSP}(A)\right\}$ (recall that $x_{i}: \Omega \rightarrow \operatorname{range}(x)$ is a random variable) and similarly for $\mathrm{VBL}^{\tau}(A)$. For each stage $n$, fix measurable functions $\tau_{n}: \Omega^{\prime} \rightarrow \Omega$ such that $\left(x_{i} \circ \tau_{n}\right)=x_{i}^{\hat{V}_{n}(i)}$. In other words, $\tau_{n}$ sends each $S^{\prime} \in \Omega^{\prime}$ to the valuation of $\mathcal{X}$ at stage $n$ of the $T$-check, mapping $S^{\prime}$ to $\mu$ such that $\mu\left(x_{i}\right)=S^{\prime}\left(x_{i}^{\hat{V}_{n}(i)}\right)$.

Recall that $\left\{S \in \Omega^{\prime}: \hat{q}(r)<\infty\right\}$ is an open set. For each $v \in T$, define $\tau_{v}:\{S:$ $\left.\Omega^{\prime}: \hat{q}(r)<\infty\right\} \rightarrow \Omega$ by

$$
\tau_{v}=\tau_{\hat{q}(v)}
$$

The $\tau_{v}$ are measurable maps because the set

$$
\tau_{v}^{-1}([v])=\left\{S \in \Omega^{\prime}: \tau_{v}(S) \text { satisfies }[v]\right\}
$$

is open. To see this, note that the condition for the set in is always witnessed at a finite stage of the $T$-check.

Note that, if $\hat{q}(r)<\infty$, then $\hat{q}(v)<\infty$ for each $v \in T$. Let $\operatorname{Pr}_{\hat{q}(r)<\infty}$ be the probability measure on the subspace $\{\hat{q}(r)<\infty\}$. When working in this probability space, we will need to refer to restrictions $\left.X\right|_{\{\hat{q}(r)<\infty\}}, E_{\{\hat{q}(r)<\infty\}}$, and $\left.\tau\right|_{\{\hat{q}(r)<\infty\}}$ of random variables $X$, events $E$ and measurable functions $\tau: \Omega^{\prime} \rightarrow \Omega$. We will, however, not write out the restriction when the context is clear.

By Lemma 1.7.9, we have that, $\hat{V}_{\hat{q}(v)}(j)$ is constant in $\{\hat{q}(r)<\infty\}$ for all $v \in T$ and all $x_{j} \in \operatorname{RSP}([v])$. Thus, $\operatorname{RSP}^{\tau_{v_{i}}}\left(\left[v_{i}\right]\right)=\left\{x_{j}^{k}: x_{j} \in \operatorname{RSP}\left(\left[v_{i}\right]\right)\right.$ and $\left.k=\hat{V}_{\hat{q}\left(v_{i}\right)}(j)\right\} \subset \mathcal{X}^{\prime}$. Therefore, we can set $\mathcal{V}_{v_{i}}=\operatorname{RSP}^{\tau_{v_{i}}}\left(\left[v_{i}\right]\right)$. Furthermore, let

$$
\begin{aligned}
\mathcal{V} & =\bigcup_{1 \leq i \leq r} \mathcal{V}_{v_{i}} \\
& =\left\{x_{j}^{k}: \text { there is some } v \in T \text { such that } x_{j} \in \operatorname{RSP}([v]) \text { and } k=\hat{V}_{\hat{q}(v)}(j)\right\} .
\end{aligned}
$$

The $T$-check is constructed so that $\mathcal{V}$ has no effect on the log, even if $\hat{q}(r)=\infty$.

Lemma 1.7.10. Let $S_{1}, S_{2} \in \Omega^{\prime}$ such that $x_{j}^{k}\left(S_{1}\right)=x_{j}^{k}\left(S_{2}\right)$ for all $x_{j}^{k} \in \mathcal{X}^{\prime} \backslash \mathcal{V}$. Then,

$$
\widehat{\log }\left(S_{1}\right)=\widehat{\log }\left(S_{2}\right)
$$

Proof. Suppose that $\widehat{\log }\left(S_{1}\right) \neq \widehat{\log }\left(S_{2}\right)$. Then, let $i$ be least such that $\widehat{\log }\left(S_{1}\right)(i) \neq$ $\widehat{\log }\left(S_{2}\right)(i)$. Let $k$ be greatest such that $\hat{q}\left(v_{k}\right)\left(S_{1}\right)<i$. Since $\left.\widehat{\log }\left(S_{1}\right)\right|_{i-1}=\left.\widehat{\log }\left(S_{2}\right)\right|_{i-1}$, we also have that $\hat{q}\left(v_{k}\right)\left(S_{1}\right)=\hat{q}\left(v_{k}\right)\left(S_{2}\right)$ as well as that $k$ is greatest such that $\hat{q}\left(v_{k}\right)\left(S_{2}\right)<i$. Recall that the $T$-check resamples $\left[v_{k+1}\right]$ at stage $i$ if and only if all $A \in\left\{A: A \ll\left[v_{j}\right]\right.$ for each $\left.j>k\right\}$ are false at stage $i$. This is equivalent to $\widehat{\log }(S)(i)=\left[v_{k+1}\right]$. To show that this condition being true at stage $i$ is either true for
both $S_{1}$ and $S_{2}$ or neither $S_{1}$ nor $S_{2}$, it is sufficient to show that $S_{1} \in A^{\tau_{i}}$ if and only if $S_{2} \in A^{\tau_{i}}$ for each $A \ll\left[v_{j}\right]$ for each $j>k$.

Without loss of generality, suppose $S_{1} \in A^{\tau_{i}}$. We show that $S_{2} \in A^{\tau_{i}}$. The event $A^{\tau_{i}}$ depends only on $\operatorname{VBL}^{\tau_{i}}(A)=\left\{x_{n}^{\hat{V}_{( }(n)}: x_{n} \in \operatorname{VBL}(A)\right\}$, so it is further sufficient to show that $x_{n}^{\hat{V}_{i}(n)}\left(S_{1}\right)=x_{n}^{\hat{V}_{i}(n)}\left(S_{2}\right)$ for each $x_{n} \in \operatorname{VBL}(A)$. Since $x_{n}^{m}\left(S_{1}\right)=x_{n}^{m}\left(S_{2}\right)$ for $x_{n}^{m} \notin \mathcal{V}$, it is enough to show that $x_{n}^{\hat{V}_{i}(n)} \notin \mathcal{V}$ for every $x_{n} \in \operatorname{VBL}(A)$ and every random source $S$. To see this, suppose that $x_{n}^{\hat{V}_{i}(n)} \in \mathcal{V}$. Then, $\hat{V}_{i}(n)=\hat{V}_{\hat{q}\left(v_{j}\right)}(n)$ for some $j$. We check that the following two cases are impossible:

Case 1: Suppose that $\hat{q}\left(v_{j}\right)<i$. Then, $x_{n}$ gets resampled at stage $\hat{q}\left(v_{j}\right)$, so $\hat{V}_{\hat{q}\left(v_{j}\right)}(n)<$ $\hat{V}_{i}(n)$, a contradiction.
Case 2: Suppose that $\hat{q}\left(v_{j}\right) \geq i$. Then, $j>k$ by definition of $k$. But then, $x_{n} \in \operatorname{VBL}(A)$ and $x_{n} \in \operatorname{RSP}\left(\left[v_{j}\right]\right)$, contradicting that $A \ll\left[v_{j}\right]$ for each $j>k$. This completes the claim that $\widehat{\log }\left(S_{1}\right)(i)=\left[v_{k+1}\right]$ is equivalent to $\widehat{\log }\left(S_{1}\right)(i)=\left[v_{k+1}\right]$. However, it is not possible for both to be true, since $\widehat{\log }\left(S_{1}\right)(i) \neq \widehat{\log }\left(S_{2}\right)(i)$. Therefore, there are $A_{1}, A_{2} \ll\left[v_{j}\right]$ for all $j>k$ such that $A_{1}^{\tau_{i}}\left(S_{1}\right)$ is true and $A_{2}^{\tau_{i}}\left(S_{2}\right)$ is true. We have already seen that if $A \ll\left[v_{j}\right]$ for all $j>k$ then $A^{\tau_{i}}\left(S_{1}\right)$ holds if and only if $A^{\tau_{i}}\left(S_{2}\right)$ holds. Since $A \prec B \ll C$ implies that $A \ll C$, it is also the case that the $\prec$-least true $A$ at stage $i$ is the same for both $S_{1}$ and $S_{2}$. Since $A \ll\left[v_{j}\right]$ for each $j>k, \widehat{\log }\left(S_{1}\right)(i)=A=\widehat{\log }\left(S_{2}\right)(i)$, contradicting that $\widehat{\log }\left(S_{1}\right)(i) \neq \widehat{\log }\left(S_{2}\right)(i)$.

### 1.7.1.3 Bounding the Probability that the $T$-check Passes

To bound the probability of the $T$-check passing, we calculate

$$
\operatorname{Pr}(\text { The } T \text {-check passes })=\operatorname{Pr}(\text { The } T \text {-check passes } \wedge(\forall v \in T)(\hat{q}(v)<\infty))
$$

$$
\begin{align*}
& +\operatorname{Pr}(\text { The } T \text {-check passes } \wedge(\exists v \in T)(\hat{q}(v)=\infty)) \\
= & \operatorname{Pr}(\text { The } T \text {-check passes } \wedge \forall(v \in T)(\hat{q}(v)<\infty)) \\
= & \operatorname{Pr}(\text { The } T \text {-check passes } \wedge \hat{q}(r)<\infty) \\
= & \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\bigwedge_{r \geq j \geq 1}\left[v_{j}\right]^{\tau_{v_{j}}}\right) \operatorname{Pr}(\hat{q}(r)<\infty) \\
\leq & \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\bigwedge_{r \geq j \geq 1}\left[v_{j}\right]^{\tau_{v_{j}}}\right) \\
\leq & \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\left[v_{1}\right]^{\tau_{v_{1}}} \mid \bigwedge_{r \geq j \geq 2}\left[v_{j}\right]^{\tau_{v_{j}}}\right) \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\bigwedge_{r \geq j \geq 2}\left[v_{j}\right]^{\tau_{v_{j}}}\right) \\
= & \prod_{r \geq i \geq 1} \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\left[v_{i}\right]^{\tau_{v_{i}}} \bigwedge_{r \geq j>i}\left[v_{j}\right]^{\tau_{v_{j}}}\right) . \tag{1.7.11}
\end{align*}
$$

The final piece of the proof of Theorem 1.7.3 is to use the $P^{*}$ to bound Line 1.7.11 factor-wise. To do so, we pull the defining property of $P^{*}$ from $\Omega$ back to a subspace of $\Omega^{\prime}$. Before proving this, we need to define some notation for making disjoint covers of $\Omega$ and $\Omega^{\prime}$ by valuations of the variables.

Let $\mathcal{M}(A)$ be the set of all valuations of $\operatorname{STC}(A)$. Then, the families $\left\{E_{\mu}: \mu \in\right.$ $\mathcal{M}(A)\}$ and $\left\{\tau^{-1}\left(E_{\mu}\right): \mu \in \mathcal{M}(A)\right\}$ form a partition of $\Omega$ and $\Omega^{\prime}$, respectively. For each $\mu \in \mathcal{M}(A)$ and $x \in \mathcal{X}$, define $x^{\mu}: \Omega \rightarrow \operatorname{range}(x)$ by

$$
x^{\mu}(S)= \begin{cases}\mu(x) & \text { if } x \in \operatorname{STC}(A) \\ S(x) & \text { if } x \notin \operatorname{STC}(A)\end{cases}
$$

Finally, let $A^{\mu}$ be the event that $A$ is true under the valuation given by the $x^{\mu}$.

Lemma 1.7.12. For any event $B \subset\left\{\hat{q}_{r}<\infty\right\}$ entirely dependent on the variables
in $\mathcal{X}^{\prime} \backslash \mathcal{V}_{v}$,

$$
\operatorname{Pr}_{\hat{q}(r)<\infty}\left(\tau_{v}^{-1}([v]) \mid B\right) \leq P^{*}([v]) .
$$

Proof. Fix $v \in T$. For each $\mu \in \mathcal{M}([v])$, let $R(\mu)$ be the set of all valuations $\nu$ of $\operatorname{RSP}([v])$ such that if $x=\mu(x)$ and $y=\nu(x)$ for all $x \in \operatorname{STC}([v])$ and all $y \in \operatorname{RSP}([v])$, then $[v]$ is true. Then, $\left\{\tau_{v}^{-1}\left(E_{\mu}\right): \mu \in \mathcal{M}([v])\right\}$ form an open cover of $\left\{\hat{q}_{[v]}<\infty\right\}$, so we get

$$
\begin{aligned}
\operatorname{Pr}_{\hat{q}(r)<\infty}\left(\tau_{v}^{-1}([v]) \mid B\right) & =\sum_{\mu \in \mathcal{M}([v])} \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\tau_{v}^{-1}([v]) \mid B \wedge \tau_{v}^{-1}\left(E_{\mu}\right)\right) \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\tau_{v}^{-1}\left(E_{\mu}\right)\right) \\
& =\sum_{\mu \in \mathcal{M}([v])} \sum_{\nu \in R(\mu)} \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\tau^{-1}\left(E_{\nu}\right) \mid B \wedge \tau_{v}^{-1}\left(E_{\mu}\right)\right) \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\tau_{v}^{-1}\left(E_{\mu}\right)\right) .
\end{aligned}
$$

We have that $B \wedge \tau_{v}^{-1}\left(E_{\mu}\right)$ is independent from $\mathcal{V}_{v}$ because both $B$ and $\tau_{v}^{-1}\left(E_{\mu}\right)$ depend entirely on the variables in $\mathcal{X}^{\prime} \backslash \mathcal{V}_{v}$. This is true for $B$ by assumption and for $\tau_{v}^{-1}\left(E_{\mu}\right)$ due to Lemma 1.7.10. Because $\tau_{v}^{-1}\left(E_{\nu}\right)$ depends entirely on the variables in $\mathcal{V}_{v}$, have that $\tau_{v}^{-1}\left(E_{\nu}\right)$ and $B \wedge \tau_{v}^{-1}\left(E_{\mu}\right)$ are independent. Thus, continuing the above calculation yields

$$
\begin{aligned}
\operatorname{Pr}_{\hat{q}(r)<\infty}\left(\tau_{v}^{-1}([v]) \mid B\right) & =\sum_{\mu \in \mathcal{M}([v])} \sum_{\nu \in R(\mu)} \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\tau^{-1}\left(E_{\nu}\right)\right) \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\tau_{v}^{-1}\left(E_{\mu}\right)\right) \\
& =\sum_{\mu \in \mathcal{M}([v])} \sum_{\nu \in R(\mu)} \operatorname{Pr}_{\Omega}\left(E_{\nu}\right) \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\tau_{v}^{-1}\left(E_{\mu}\right)\right) \\
& =\sum_{\mu \in \mathcal{M}([v])} \operatorname{Pr}\left([v] \mid E_{\mu}\right) \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\tau_{v}^{-1}\left(E_{\mu}\right)\right) \\
& \leq \sum_{\mu \in \mathcal{M}([v])} P^{*}([v]) \operatorname{Pr}_{\hat{q}(r)<\infty}\left(\tau_{v}^{-1}\left(E_{\mu}\right)\right) \\
& =P^{*}([v]) .
\end{aligned}
$$

To apply Lemma 1.7.12 to bound Line 1.7.11, it remains to show that the event $\bigwedge_{r \geq j>i}\left[v_{j}\right]^{\tau_{v_{j}}}$ depends only on the variables in $\mathcal{X}^{\prime} \backslash \mathcal{V}_{v_{i}}$ for all $i$.

Proof. Suppose that $S_{1}, S_{2} \in \Omega^{\prime}$ agree on $\mathcal{X}^{\prime} \backslash \mathcal{V}_{v_{i}}$. Then, they also agree on $\mathcal{X}^{\prime} \backslash \mathcal{V}$, so $\widehat{\log }\left(S_{1}\right)=\widehat{\log }\left(S_{2}\right)$. Therefore, $\hat{V}_{k}(n)\left(S_{1}\right)=\hat{V}_{k}(n)\left(S_{2}\right)$ for each $k$ and $n$. For each $j>i$, we have that $\hat{q}\left(v_{j}\right)>\hat{q}\left(v_{i}\right)$, so $\hat{V}_{\hat{q}\left(v_{j}\right)}(n)>\hat{V}_{\hat{q}\left(v_{i}\right)}(n)$ for each $x_{n} \in \operatorname{RSP}\left(\left[v_{i}\right]\right)$. Therefore, $\left\{x_{n}^{\hat{V}_{\hat{q}\left(v_{j}\right)}(n)}: x_{n} \in \operatorname{VBL}\left(\left[v_{j}\right]\right)\right\}$ is disjoint from $\left\{x_{n}^{\hat{V}_{\hat{q}\left(v_{i}\right)}(n)}: x_{n} \in \operatorname{RSP}\left(\left[v_{i}\right]\right)\right\}$, so $\left[v_{j}\right]^{\tau_{n}}$ depends only on the variables in $\mathcal{X}^{\prime} \backslash \mathcal{V}_{v_{i}}$.

Finally, we obtain

$$
\operatorname{Pr}(\text { The } T \text { check passes }) \leq \prod_{v \in T} P^{*}([v])
$$

and therefore that

$$
\operatorname{Pr}(\text { The resample algorithm produces } T) \leq \prod_{v \in T} P^{*}([v])
$$

The rest of the proof goes exactly as the proof of Theorem 1.3.1 did, starting from Claim 1.3.10 with $\mathcal{A}$ replaced by $\mathcal{B}$ from the statement of Theorem 1.7.3. This completes the proof of Theorem 1.7.3.

### 1.7.2 Computable Lefthanded Local Lemma

We now state the computability conditions for the Computable Lefthanded Local Lemma. They are very similar to the computability conditions for the Computable Local Lemma, Theorem 1.4.2, but with a few instance of VBL replaced with RSP.

We require that for each $x \in \mathcal{X}$, the set $\{A \in \mathcal{A}: x \in \operatorname{RSP}(A)\}$ is finite. This is an improvement to Theorem 1.4.2 in that $\operatorname{RSP}(A) \subset \operatorname{VBL}(A)$. We also need the following computability conditions:

1. The events $\mathcal{A}=\left\{A_{1}, A_{2}, A_{3}, \ldots\right\}$ and the sets $\operatorname{RSP}\left(A_{i}\right)$ are computably presented. That is, $\operatorname{VBL}\left(A_{i}\right), \operatorname{RSP}\left(A_{i}\right)$ and the finite set of assignments of the variables in $\operatorname{VBL}\left(A_{i}\right)$ that make $A_{i}$ true are all uniformly computable with respect to $i$.
2. Each $x_{i}$ has a rational-valued probability distribution that is uniformly computable with respect to $i$.
3. The code for the finite set of indices $\left\{j: x_{i} \in \operatorname{RSP}\left(A_{j}\right)\right\}$ is uniformly computable given $i$.
4. The order $\prec$ is computable.

Theorem 1.7.13 (Computable Lefthanded Local Lemma). Let $\mathcal{X}$ and $\mathcal{A}$ satisfy the conditions of Theorem 1.7.3 as well as the conditions above. Additionally, require that there exists a rational constant $\alpha \in(0,1)$ such that, for each $A \in \mathcal{A}$,

$$
P^{*}(A) \leq \alpha z(A) \prod_{B \in \Gamma(A)}(1-z(B))
$$

Then, there is a computable assignment of $\mathcal{X}$ under which each $A \in \mathcal{A}$ is false.

Proof. Just as for Theorem 1.4.2, we show that the resample algorithm constitutes a layerwise computable mapping. The proof is completely identical.

### 1.7.3 Applying the Computable Lefthanded Local Lemma

We now prove computable versions of Theorems 1.2.1 and 1.2.2.

Theorem 1.7.14 (Computable Version of Theorem 1.2.1). Given arbitrary small $\varepsilon>0$, there is some $N_{\varepsilon}$ and a computable $\{0,1\}$-valued sequence such that any two identical intervals of length $n>N_{\varepsilon}$ have distance greater than $f(n)=(2-\varepsilon)^{n}$.

Proof. Fix $\varepsilon>0$ and $N>0$. We will show that if $N$ is large enough, then $N_{\varepsilon}=N$ witnesses the theorem. We set up the application of Theorem 1.7.13. Let $\mathcal{X}=$ $\left\{x_{1}, x_{2}, \ldots\right\}$ be the bits in our binary sequence. Recall that $A_{k, l, n}$ is the event that $[k, k+n-1]=[l, l+n-1]$. Note that $A_{k, l, n}$ being false implies that $A_{k, l, m}$ is false for each $m>n$. It is therefore enough to only consider $A_{k, l, n}$ such that $n$ is minimal for $l-k$, that is, such that $l-k=\lceil f(n)\rceil$. Let $\mathcal{A}=\left\{A_{k, l, n}: l-k=\lceil f(n)\rceil\right.$ and $\left.n>N\right\}$. Let $\operatorname{RSP}\left(A_{k, l, n}\right)=[l, l+n-1]$. Then, $\operatorname{STC}\left(A_{k, l, n}\right)=[k, k+n-1] \backslash[l, l+n-1]$. We first check the additional computability requirements:

- For each $x_{i}$, there are fewer than $i^{2}$ many elements in $\left\{A_{k, l, n} \in \mathcal{A}: x_{i} \in\right.$ $\left.\operatorname{RSP}\left(A_{k, l, n}\right)\right\} \subset\left\{A_{k, l,\lceil f(l-k)\rceil}: k<l \leq i\right\}$, so the set of events that have $x_{i}$ in their resample sets is finite.
- From $A_{k, l, n} \in \mathcal{A}$, we have that $\operatorname{VBL}\left(A_{k, l, n}\right), \operatorname{RSP}\left(A_{k, l, n}\right)$ and the set of valuations of $\operatorname{VBL}\left(A_{k, l, n}\right)$ satisfying $A_{k, l, n}$ are all uniformly computable.
- Each $x_{i}$ is a fair coin flip, and therefore has uniformly computable distribution.
- We can uniformly compute $\left\{(k, l, n): x_{i} \in \operatorname{RSP}\left(A_{k, l, n}\right)\right\}$.

To check the algorithmic conditions, we confirm that

- $\operatorname{RSP}\left(A_{k, l, n}\right)$ is an interval
- $\max \left(\operatorname{STC}\left(A_{k, l, n}\right)\right)<\min \left(\operatorname{RSP}\left(A_{k, l, n}\right)\right)$.

Finally, we check the probabilistic conditions. Let $P^{*}\left(A_{k, l, n}\right)=2^{-n}$. We need to show that for any valuation $\mu$ of $\operatorname{STC}\left(A_{k, l, n}\right)$,

$$
P^{*}\left(A_{k, l, n}\right) \geq \operatorname{Pr}\left(A_{k, l, n} \mid E_{\mu}\right)
$$

In fact, $P^{*}\left(A_{k, l, n}\right)=\operatorname{Pr}\left(A_{k, l, n} \mid E_{\mu}\right)$. This is easy to see if $\operatorname{RSP}\left(A_{k, l, n}\right) \cap[k, k+n)=\emptyset$. If $\operatorname{RSP}\left(A_{k, l, n}\right) \cap[k, k+n) \neq \emptyset$, suppose the entries of $[k, l)$ are given by valuation $\mu$ and $l=k+j$. Then for $A_{k, l, n}$ to be true, $x_{l+i}$ must equal $\mu\left(x_{k+i}\right)$ for all $i \leq j$ as in the case where the compared intervals don't overlap. Then, when we consider the first non-overlap $x_{l+j}$, still do not have a choice, because $x_{l+j}$ must be equal to $x_{l}$, whose value must be $\mu\left(x_{k}\right)$. Thus, there is only one valuation of the variables in $\operatorname{RSP}\left(A_{k, l, n}\right)$ under which $A_{k, l, n}$ is true when the variables in $\operatorname{STC}\left(A_{k, l, n}\right)$ have values given by $\mu$. So, $\operatorname{Pr}\left(A_{k, l, n} \mid E_{\mu}\right)=2^{-n}=P^{*}\left(A_{k, l, n}\right)$.

Finally, we show that the main local lemma condition holds. As in the proof of Theorem 1.2.4, let $z\left(A_{k, l, n}\right)=\frac{1}{f(n) n^{3}}$. We need to show that there is $\alpha \in(0,1)$, such that each $A_{k_{0}, l_{0}, n_{0}} \in \mathcal{A}$,

$$
P^{*}\left(A_{k_{0}, l_{0}, n_{0}}\right)=2^{-n_{0}} \leq \alpha z\left(A_{k_{0}, l_{0}, n_{0}}\right) \prod_{A_{k, l, n} \in \Gamma\left(A_{k_{0}, l_{0}, n_{0}}\right)}\left(1-z\left(A_{k_{0}, l_{0}, n_{0}}\right)\right)
$$

Up to the additional constant factor of $\alpha$ which disappears in the limit, the proof of this is identical to the corresponding part in the proof of Theorem 1.2.4 as the neighborhoods are smaller while the probabilities are the same.

Theorem 1.7.15 (Computable Version of Theorem 1.2.2). Given arbitrary small $\varepsilon>0$ there is some $N_{\varepsilon}$ and a computable $\{0,1\}$-valued sequence $a_{1}, a_{2}, a_{3}, \ldots$ such that
any two adjacent intervals of length $n>N_{\varepsilon}$ differ in at least $\left(\frac{1}{2}-\varepsilon\right) n$ many places; that is, for each $k$ and $n>N_{\varepsilon}, a_{k+i} \neq a_{k+n+i}$ for at least $\left(\frac{1}{2}-\varepsilon\right) n$ many $i$ with $0 \leq i<n$.

Proof. Fix $\varepsilon>0$ and $N>0$. We will show that if $N$ is large enough, then $N_{\varepsilon}=$ $N$ witnesses the theorem. We again apply the lefthanded computable Lovász local lemma. Let $\mathcal{X}=\left\{x_{1}, x_{2}, \ldots\right\}$ be the bits in our binary sequence. Recall that $A_{k, n}$ is the event that blocks $[k, k+n-1]$ and $[k+n, k+2 n-1]$ share at least $\left(\frac{1}{2}+\varepsilon\right) n$ many entries. Let $\mathcal{A}=\left\{A_{k, n}: n>N\right\}$ and $\operatorname{RSP}\left(A_{k, n}\right)=[k+n, k+2 n-1]$. Then, $\operatorname{STC}\left(A_{k, n}\right)=[k+n, k+2 n-1]$. We first check the additional computability requirements:

- For each $x_{i}$, there are fewer than $i^{2}$ many elements in $\left\{A_{k, n} \in \mathcal{A}: x_{i} \in\right.$ $\left.\operatorname{RSP}\left(A_{k, n}\right)\right\} \subset\left\{A_{k, n}: k+n \leq i\right\}$, so the set of events that have $x_{i}$ in their resample sets is finite.
- $\mathcal{A}, \operatorname{RSP}\left(A_{k, n}\right)$ and $\operatorname{VBL}\left(A_{k, n}\right)$ are uniformly computable.
- Each $x_{i}$ is a fair coin flip, and therefore has uniformly computable distribution.
- We can uniformly compute $\left\{(k, n): x_{i} \in \operatorname{RSP}\left(A_{k, n}\right\}\right.$.

To check the algorithmic conditions, we confirm that

- $\operatorname{RSP}\left(A_{k, l, n}\right)$ is an interval
- $\max \left(\operatorname{STC}\left(A_{k, l, n}\right)\right)<\min \left(\operatorname{RSP}\left(A_{k, l, n}\right)\right)$.

Finally, we check the probabilistic conditions. The probability that $\operatorname{RSP}\left(A_{i, n}\right)$ shares
exactly k entries with $\operatorname{STC}\left(A_{i, n}\right)$ is $\binom{n}{k} 2^{-k}$, so we set

$$
P^{*}\left(A_{i, n}\right)=\operatorname{Pr}\left(A_{i, n}\right)=2^{-n} \sum_{r=\left\lceil\left(\frac{1}{2}+\varepsilon\right) n\right\rceil}^{n}\binom{n}{r} .
$$

We need to show that for any valuation $\mu$ of $\operatorname{STC}\left(A_{i, n}\right)$,

$$
P^{*}\left(A_{k, l, n}\right) \geq \operatorname{Pr}\left(A_{i, n} \mid E_{\mu}\right) .
$$

This follow directly from our original calculation of $\operatorname{Pr}\left(A_{i, n}\right)$, since $\operatorname{RSP}\left(A_{k, n}\right) \cap[k, n+$ $k-1]=\emptyset$ for all $k$ and $n$, so $\operatorname{Pr}\left(A_{i, n} \mid E_{\mu}\right)=\operatorname{Pr}\left(A_{i, n}\right)$.

Finally, it remains to show that the local lemma condition holds. Let $z_{i, n}=\frac{b^{n}}{n}$ for some $\alpha<b<1$. Fix $A_{i_{0}, n_{0}}$. $\Gamma\left(A_{i_{0}, n_{0}}\right)=\left\{A_{i, n}: i_{0}+n_{0}-2 n+1 \leq i \leq i_{0}+2 n_{0}-1\right\}$, so it suffices for the Lovasz local lemma to check that

$$
\frac{1}{2} b^{n} \prod_{n=N_{\varepsilon}}^{\infty} \prod_{i=i_{0}+n_{0}-2 n+1}^{i_{0}+2 n_{0}-1-m}\left(1-b^{m}\right) \geq n_{0} \alpha^{n_{0}}
$$

for large enough $N_{\varepsilon}$, with $\frac{1}{2}$ being the $\alpha<1$ in from the computable lefthanded Lovász local lemma. Up to the additional factor of $\frac{1}{2}$, the proof of this is near-identical to the corresponding part in the proof of Theorem 1.2.7.

### 1.8 Binary Sequence Games

Theorem 1.7.13 lets us apply the local lemma to sets of events which depend on arbitrarily long initial segments of the $\mathcal{X}$ other than the variables that we resample. We can make full use of this property by having a hypothetical opponent react to our
choices for the $x_{i}$. Consider a game called the binary sequence game in which two players take turns selecting bits in a binary sequence. Player 1 picks the odd bits and player 2 picks the even bits. The binary sequence game generates the sequence

$$
a_{1} a_{2} a_{3} a_{4} a_{5} a_{6} \cdots=e_{1} d_{2} e_{3} d_{4} e_{5} d_{6} \cdots
$$

where $e_{2 n+1}$ is chosen by player 1 with knowledge of all preceding bits in the sequence (but not future bits) and player 2 chooses $d_{2 n}$ similarly. Pegden (2011) studied Theorems 1.2.1 and 1.2.2 in the context of binary sequence games. He found that player 1 has a strategy to ensure that binary sequence game produces a non-repetitive sequence, as stated below:

Theorem 1.8.1 ([26]). For every $\varepsilon>0$ there is an $N_{\varepsilon}$ such that Player 1 has a strategy in the binary sequence game ensuring that any two identical blocks $[i, i+n-$ $1]=x_{i} x_{i+1} x_{i+2} \ldots x_{i+n-1}$ and $[j, j+n-1]=x_{j} x_{j+1} x_{j+2} \ldots x_{j+n-1}$ of length $n>N_{\varepsilon}$ have distance at least $f(n)=(2-\varepsilon)^{n / 2}$. That is, if $x_{i+s}=x_{j+s}$ for all $0 \leq s<n$ and $n>N_{\varepsilon}$, then $|i-j|<(2-\varepsilon)^{n / 2}$.

Theorem 1.8.2 ([26]). For every $\varepsilon>0$ there is an $N_{\varepsilon}$ such that Player 1 has a strategy in the binary sequence game ensuring that any two adjacent blocks $[i, i+n-1]$ and $[i+n, i+2 n-1]$ of length $n>N_{\varepsilon}$ differ in at least $n\left(\frac{1}{4}-\varepsilon\right)$ places. That is, if $n>N_{\varepsilon}$ then $x_{i+s} \neq x_{i+n+s}$ for at least $n\left(\frac{1}{4}-\varepsilon\right)$ many $0 \leq s<n$.

Unlike Theorems 1.2.1 and 1.2.2, even the finite versions of these theorems cannot be proven using the classical local lemma. This is because player two can change their moves depending on what player one does. This means that, when setting up the local lemma to find a strategy for player 1, each event depends on every move
that came before it. For example in the context of Theorem 1.8.1, the event $A_{k, l, n}$ that the intervals $[i, i+n-1]$ and $[l, l+n-1]$ are identical depends not only on the moves player 1 makes in those intervals, but on every move player 1 has made beforehand. This explodes the size of the neighborhood relation. To prove Theorems 1.8.1 and 1.8.2, Pegden introduces an extension of the LLL called the lefthanded local lemma. Pegden uses the lefthanded local lemma to prove the following finite version of Theorem 1.8.1.

Proposition 1.8.3. For every $\varepsilon>0$ there is an $N_{\varepsilon}$ such that, for each $M>0$ and player 2 strategy $g$ in the binary sequence game of length $M$ length, there is a sequence $e_{1} e_{3} e_{5} \ldots e_{M}$ of player 1 moves that when played against $\Phi$, any two identical blocks of length $n>N_{\varepsilon}$ in the resulting sequence have distance at least $(2-\varepsilon)^{n / 2}$.

The full Theorem 1.8.1 results from the following compactness argument:

Proof of 1.8.1. By open determinacy, it is sufficient to show that there is no winning strategy for player 2. Fix player 2 strategy $g$. Fix game length $M>0$. By the proposition, there is a string of player 1 moves such that $g$ does not win within $M$ moves. Let $T$ be the tree of such strings of player 1 moves. $T$ is a finitely branching tree, so by König's lemma, there is an infinite path through $T$, so $f$ is not a winning strategy for player 2. Since player 2 has no winning strategy and they are playing an open game, player 1 has a winning strategy by open determinacy.

The proof of Theorem 1.8.2 follows the same pattern.
This proof is non-constructive on account of the use of both König's lemma and open determinacy. By using Theorem 1.7.13, we can effectivize this use of König's lemma: we will show that $T$ has an $f$-computable path. It remains open whether or not effective versions of Theorems 1.8.1 and 1.8.2 are true.

To prove that $T$ has an $f$-computable path, we once again apply Theorem 1.7.13.
To set up the local lemma in the proofs of the following two theorems, fix player 2 strategy $g$. Let the probability space be $2^{2 \mathbb{N}+1}=\left\{e=e_{1}, e_{3}, e_{5}, \ldots\right\}$ with $\{x=$ $\left.x_{1}, x_{3}, x_{5}, \ldots\right\}$ as a random variable $x: 2^{2 \mathbb{N}+1} \rightarrow\{0,1\}$ such that $x_{2 i+1}(e)=e_{2 i+1}$. Then, we can interpret player 2's moves $d_{2}, d_{4}, d_{6}, \ldots$ as functions $2^{2 \mathbb{N}+1} \rightarrow\{0,1\}$ with $d_{2 i}(e)=g\left(e_{1}, e_{3}, \ldots, e_{2 i-1}\right)$. Likewise, our sequence $a(x)=a_{1}(x), a_{2}(x), a_{3}(x), \ldots$ is a sequence of random variables with

$$
a_{k}(e)=\left\{\begin{array}{ll}
x_{k}(e) & \text { if } k=2 n+1 \text { for some } n \in \mathbb{N} \\
d_{k}(e) & \text { otherwise }
\end{array} .\right.
$$

Theorem 1.8.4. For every $\varepsilon>0$ there is an $N_{\varepsilon}$ such that for each player 2 strategy $g$ in the binary sequence game, there is a g-computable sequence $e_{1} e_{3} e_{5} \ldots$ of player 1 moves that when played against $g$, any two identical blocks of length $n>N_{\varepsilon}$ in the resulting sequence have distance at least $f(n)=(2-\varepsilon)^{n / 2}$.

Proof. Fix $\varepsilon>0$ and $N>0$. We will show that if $N$ is large enough, then $N_{\varepsilon}=N$ witnesses the theorem. Define $A_{k, l, n}$ as before. Since all of player 1s previous moves can effect the truth of $A_{k, l, n}, \operatorname{VBL}\left(A_{k, l, n}\right)=[0, l+n) \cap \mathcal{X}=\left\{x_{2 i+1}: 2 i+1<l+n\right\}$. Set $\operatorname{RSP}\left(A_{k, l, n}\right)=[l, l+n-1] \cap \mathcal{X}$. Let $\mathcal{A}=\left\{A_{k, l, n}: l-k=\lceil f(n)\rceil\right.$ and $n>$ $N\}$. For the same reason as in the proof for the non-game version, avoiding each $A_{k, l, n} \in \mathcal{A}$ is sufficient. Although we do not need to, we will assume that $N$ is large enough so that $f(n)>n$ for all $n>N$. Then, $l-k>n$ for each $A_{k, l, n} \in \mathcal{A}$, so $[k, k+n-1] \cap[l, l+n-1]=\emptyset$ for each $A_{k, l, n} \in \mathcal{A}$. The first things to check are the computability requirements of Theorem 1.7.13.

- For each $x_{2 i+1}$, there are fewer than $i^{2}$ many elements in $\left\{A_{k, l, n} \in \mathcal{A}: x_{2 i+1} \in\right.$
$\left.\operatorname{RSP}\left(A_{k, l, n}\right)\right\} \subset\left\{A_{k, l,\lceil f(l-k)\rceil}: k<l \leq 2 i+1\right\}$, so the set of events that have $x_{2 i+1}$ in their resample sets is finite.
- From $A_{k, l, n} \in \mathcal{A}, \operatorname{VBL}\left(A_{k, l, n}\right)$ and $\operatorname{RSP}\left(A_{k, l, n}\right)$ are uniformly computable. To determine the set of valuations of $\operatorname{VBL}\left(A_{k, l, n}\right)$ which satisfy $A_{k, l, n}$, we need information about $g$, so these valuations are uniformly $g$-computable.
- Each $x_{i}$ is a fair coin flip, and therefore has uniformly computable distribution.
- We can uniformly compute $\left\{(k, l, n): x_{i} \in \operatorname{RSP}\left(A_{k, l, n}\right)\right\}$.

The algorithmic conditions are true for the same reason as they were for the proof of the computable version of Theorem 1.2.1. To check the probabilistic conditions, we start with the $P^{*}$ condition. Fix $A_{k, l, n} \in \mathcal{A}$. Our guiding principle is to pick $P^{*}\left(A_{k, l, n}\right)$ as small as possible such that, for each valuation $\mu$ of $\operatorname{STC}\left(A_{k, l, n}\right), \operatorname{Pr}\left(A_{k, l, n} \mid\right.$ $\left.E_{\mu}\right) \leq P^{*}\left(A_{k, l, n}\right)$. Player 1 has control of half of the bits, so it seems intuitive that $P^{*}\left(A_{k, l, n}\right)=2^{-(n-1) /(2)}$ is satisfactory. To see this, fix $\mu$ that is a valuation of $\operatorname{STC}\left(A_{k, l, n}\right)$. Then, since $\operatorname{STC}\left(A_{k, l, n}\right)$ is an initial segment of player 1 moves, $\mu$ fixes the initial segment $a_{1}, a_{2}, \ldots, a_{\min \left(\operatorname{RSP}\left(A_{k, l, n}\right)\right)-1}$. Thus, for each $S, S^{\prime} \in E_{\mu}$ and $i \leq \max \left(\operatorname{STC}\left(A_{k, l, n}\right)\right)$, we have that $a_{i}(S)=a_{i}\left(S^{\prime}\right)$. Let $\mu\left(a_{i}\right)$ be this constant $a_{i}(S)$. Let $E_{\mu, A_{k, l, n}}$ be the event that for each $x_{2 i+1} \in \operatorname{RSP}\left(A_{k, l, n}\right), x_{2 i+1}=\mu\left(a_{2 i+1-(l-k)}\right)$. Then $\left(A_{k, l, n} \cap E_{\mu}\right) \subset E_{\mu, A_{k, l, n}}$. Trivially, $\left(A_{k, l, n} \cap E_{\mu}\right) \subset E_{\mu}$, so

$$
\left(A_{k, l, n} \cap E_{\mu}\right) \subset\left(E_{\mu, A_{k, l, n}} \cap E_{\mu}\right)
$$

Since $E_{\mu}$ and $E_{\mu, A_{k, l, n}}$ are statements about the of values of disjoint sets of independent
random variables, they are independent. Therefore,

$$
\begin{aligned}
\operatorname{Pr}\left(A_{k, l, n} \mid E_{\mu}\right) & =\frac{\operatorname{Pr}\left(A_{k, l, n} \cap E_{\mu}\right)}{\operatorname{Pr}\left(E_{\mu}\right)} \\
& \leq \frac{\operatorname{Pr}\left(E_{\mu, A_{k, l, n}} \cap E_{\mu}\right)}{\operatorname{Pr}\left(E_{\mu}\right)} \\
& =\operatorname{Pr}\left(E_{\mu, A_{k, l, n}}\right) .
\end{aligned}
$$

$\left|\operatorname{RSP}\left(A_{k, l, n}\right)\right| \geq(n-1) /(2)$, so $\operatorname{Pr}\left(A_{k, l, n} \mid E_{\mu}\right) \leq \operatorname{Pr}\left(E_{\mu, A_{k, l, n}}\right) \leq 2^{-(n-1) /(2)}$, as desired.
Next we are left to show that there is $z: \mathcal{A} \rightarrow(0,1)$ such that

$$
\begin{equation*}
P^{*}\left(A_{k, l, n}\right) \leq z\left(A_{k, l, n}\right) \prod_{B \in \Gamma\left(A_{k, l, n}\right)}(1-z(B)) . \tag{1.8.5}
\end{equation*}
$$

The proof of Equation 1.8.5 is almost identical to the corresponding part of the proof of Theorem 1.2.1, with the definition of $f(n)$ updated.

Theorem 1.8.6. For every $\varepsilon>0$ there is an $N_{\varepsilon}$ such that for each player 2 strategy $g$ in the binary sequence game, there is a g-computable sequence $e_{1} e_{3} e_{5} \ldots$ of player 1 moves that when played against $g$, any two adjacent blocks of length $n>N_{\varepsilon}$ in the resulting sequence differ in at least $n\left(\frac{1}{4}-\varepsilon\right)$ many entries.

Proof. Fix $\varepsilon>0$ and $N>0$. We will show that if $N$ is large enough, then $N_{\varepsilon}=N$ witnesses the theorem. For each $k, n \in \mathbb{N}$ with $k<l$, let $A_{k, n}$ be the event that blocks $a_{k}, a_{k+1}, \ldots, a_{k+n-1}$ and $a_{k+n}, a_{k+n+1}, \ldots, a_{k+2 n-1}$ share at least $\left(\frac{3}{4}+\varepsilon\right) n$ many entries. Then, $\operatorname{VBL}\left(A_{k, n}\right)=([0, k+2 n) \cap \mathcal{X})=\left\{x_{2 i+1}: k \leq 2 i+1 \leq k+2 n-1\right\}$. Set $\operatorname{RSP}\left(A_{k, n}\right)=[k+n, k+2 n) \cap \mathcal{X}$. Let $\mathcal{A}=\left\{A_{k, n}: n>N\right\}$. First, we check the computability requirements of Theorem 1.7.13.

- For each $x_{2 i+1}$, there are fewer than $(2 i+1)^{2}$ many elements in $\left\{A_{k, n} \in \mathcal{A}\right.$ :
$\left.x_{2 i+1} \in \operatorname{RSP}\left(A_{k, n}\right)\right\} \subset\left\{A_{k, n}: k+n \leq 2 i+1\right\}$, so the set of events that have $x_{2 i+1}$ in their resample sets is finite.
- From $A_{k, n} \in \mathcal{A}, \operatorname{VBL}\left(A_{k, n}\right)$ and $\operatorname{RSP}\left(A_{k, n}\right)$ are uniformly computable. To determine the set of valuations of $\operatorname{VBL}\left(A_{k, n}\right)$ which satisfy $A_{k, n}$, we need information about $g$, so these valuations are uniformly $g$-computable.
- Each $x_{i}$ is a fair coin flip, and therefore has uniformly computable distribution.
- We can uniformly compute $\left\{(k, n): x_{i} \in \operatorname{RSP}\left(A_{k, n}\right\}\right.$.

The algorithmic conditions are true for the same reason as they were for the proof of the computable version of Theorem 1.2.2. To check the probabilistic conditions, we start with the $P^{*}$ condition. Fix $A_{k, n} \in \mathcal{A}$. Our guiding principle is to pick $P^{*}\left(A_{k, l, n}\right)$ as small as possible such that, for each valuation $\mu$ of $\operatorname{STC}\left(A_{k, n}\right), \operatorname{Pr}\left(A_{k, n} \mid E_{\mu}\right) \leq$ $P^{*}\left(A_{k, n}\right)$. Player 1 has control of half of the bits, and we cannot rely on player 2 not matching any bits, so we choose

$$
P^{*}\left(A_{k, n}\right)=\frac{1}{2^{\lfloor n / 2\rfloor}} \sum_{r=\left\lceil\left(\frac{1}{4}+\varepsilon\right) n\right\rceil}^{\lfloor n / 2\rfloor}\binom{\lfloor n / 2\rfloor}{ r} .
$$

To see this suffices, fix $\mu$ that is a valuation $\operatorname{STC}\left(A_{k, n}\right)$. Then, since $\operatorname{STC}\left(A_{k, n}\right)$ is an initial segment of player 1 moves, $\mu$ fixes the initial segment $a_{1}, a_{2}, \ldots, a_{k+n-1}$. Thus, for each $S, S^{\prime} \in E_{\mu}$ and $i \leq(k+n-1)$, we have that $a_{i}(S)=a_{i}\left(S^{\prime}\right)$. Let $\mu\left(a_{i}\right)$ be this constant $a_{i}(S)$. Fix $S \in E_{\mu}$. Then, $a_{i}(s)=\mu\left(a_{i}\right)$ for each $i \leq k+n-1$. If $S \in A_{k, n}$, then it is necessary that player 1s moves in $[k+n, k+2 n)$ match at least $\left\lfloor\left(\frac{1}{4}+\varepsilon\right) n\right\rfloor$ many bits on their turn, even if player 2 always matches the corresponding bit each of their at most $\lceil n / 2\rceil$ moves. $P^{*}\left(A_{k, n}\right)$ is the probability that player 1 matches at
least $\left\lfloor\left(\frac{1}{4}+\varepsilon\right) n\right\rfloor$ bits, which is required for $A_{k, n}$ to be true.
Next we are left to show that there is $z: \mathcal{A} \rightarrow(0,1)$ such that

$$
\begin{equation*}
P^{*}\left(A_{k, l, n}\right) \leq z\left(A_{k, l, n}\right) \prod_{B \in \Gamma\left(A_{k}, l, n\right.}(1-z(B)) . \tag{1.8.7}
\end{equation*}
$$

The proof of Equation 1.8.7 is almost identical to the corresponding part of the proof of theorem 1.2.2.

Player 2 has a similar ability to defeat fixed sequences.

Proposition 1.8.8. Let $\left\{e_{2 i+1}^{k}\right\}_{i, k \in \omega}$ be a $\{0,1\}$-valued matrix. Then, for any odd $N$, there is a sequence $\left\{d_{2 i}\right\}_{i \in \omega} \leq_{T}\left\{e_{2 i+1}^{k}\right\}_{i, k \in \omega}$ such that, for any $k$, the sequence

$$
a_{1} a_{2} a_{3} \ldots=e_{1}^{k} d_{2} e_{3}^{k} d_{4} e_{5}^{k} \ldots
$$

has at least one pair of identical adjacent intervals of length $N$.

Proof. We will show that for each $k$, we can defeat $e_{2 i}^{k}$ with finitely many moves. The full statement follows by concatenating these moves together.

We will compare the interval $[1, N]$ with $[N+1,2 N]$. Thus, we need $a_{i}=a_{i+N}$ for $1 \leq i \leq N$. For $1 \leq t \leq \frac{N}{2}$, let $d_{2 t}=e_{2 t+N}$ and let $d_{1+N+2 t}=e_{2 t+1}$. Then, for even $i=2 t$, we have that $a_{i}=d_{2 t}=e_{2 t+N}=a_{i+N}$ and for odd $i=2 t+1$ we have that $a_{i}=e_{2 t+1}=d_{1+N+2 t}=a_{2 t+1+N}$.

### 1.9 Conclusion

We conclude with some open questions arising from this work.

There is scant evidence to suggest that the conditions of Theorems 1.7.3 and 1.7.13 are optimal for making the modified resample algorithm a layerwise computable mapping. In particular, the interaction between the RSP sets and $\prec$ is somewhat unwieldy and part of the reason why the RSP sets must be intervals that cannot precede any element of their corresponding STC sets.

Question 1.9.1. How can the conditions of Theorems 1.7.3 and 1.7 .13 be loosened?

While we can computably defeat any player 2 strategy in the binary sequence games, it is still unknown whether the indeterminacy argument that pastes these winning moves into a full strategy is computable.

Question 1.9.2. Are there computable winning strategies for the binary sequence games in Theorems 1.8.4 and 1.8.6?

The effective LLL has been applied to several problems with some relation to Hindman's theorem (HT) [19, 22, 8]. Restricted forms of HT have been of interest because they are often difficult to prove without proving the entirety of HT. It is possible that Theorem 1.7.13 has some applications in this area as well.

Question 1.9.3. How can Theorem 1.7 .13 be applied in reverse math and computability theory in general?

## Chapter 2

## Cohesive Powers

### 2.1 Introduction

Cohesive powers are an effective analogue of the ultrapower construction. Fix a computable structure $\mathcal{M}$, and consider the behavior of partial computable functions $\varphi \rightarrow|\mathcal{M}|$. In general, $\varphi$ can behave in a very disorderly way. Remarkably, if one looks at the behavior of $\varphi$ on a cohesive set, they will find a well defined structure sharing many properties with $\mathcal{M}$.

An infinite set $C \subset \omega$ is cohesive if, for each computably enumerable set $W$, we have that $C \subset^{*} W$ or $C \subset^{*} \bar{W}$. Fix a computable language $\mathcal{L}$, a computable $\mathcal{L}$-structure $\mathcal{M}$ and a cohesive set $C$. The cohesive power $\prod_{C} \mathcal{M}$ of $\mathcal{M}$ over $C$ is defined over the equivalence classes of $\sim_{C}=\{(\varphi, \psi): \varphi$ and $\psi$ are partial computable functions and $\left.C \subset^{*}\{x: \varphi(x) \downarrow=\psi(x) \downarrow\}\right\}$. The interpretations of the constant, function, and relation symbols are defined in a natural way.

Definition 2.1.1. The cohesive power $\prod_{C} \mathcal{M}$ of $\mathcal{M}$ over $C$ is defined as follows.

- Let $D=\left\{\varphi \mid \varphi: \omega \rightarrow M\right.$ is a partial computable function and $\left.C \subset^{*} \operatorname{dom}(\varphi)\right\}$
- For $\varphi, \psi \in D$, define equivalence relation $\sim_{C}$ by $\varphi \sim_{C} \psi$ if and only if $C \subset^{*}$ $\{x: \varphi(x) \downarrow=\psi(x) \downarrow\}$. Denote the equivalence class of $\varphi$ under $\sim_{C}$ by $[\varphi]$.
- The domain of $\prod_{C} \mathcal{M}$ is $\{[\varphi]: \varphi \in D\}$.
- Let $R$ be an $n$-ary relation symbol of $\mathcal{L}$. Interpret $R$ in $\prod_{C} \mathcal{M}$ by

$$
\begin{aligned}
& \prod_{C} \mathcal{M} \vDash R\left(\left[\varphi_{1}\right], \ldots,\left[\varphi_{n}\right]\right) \text { if and only if } \\
& C \subset^{*}\left\{x: \varphi_{i}(x) \downarrow \text { for all } i<n \text { and } \mathcal{M} \models R\left(\varphi_{1}(x), \ldots, \varphi_{n}(x)\right)\right\} .
\end{aligned}
$$

- Let $f$ be an $n$-ary function symbol of $\mathcal{L}$. Interpret $f$ in $\prod_{C} \mathcal{M}$ by

$$
f \Pi_{C} \mathcal{M}\left(\left[\varphi_{1}\right], \ldots,\left[\varphi_{n}\right]\right)=[\psi]
$$

where

$$
\psi(x)= \begin{cases}f^{\mathcal{M}}\left(\varphi_{1}(x), \ldots, \varphi_{n}(x)\right) & \text { if } \varphi_{i}(x) \downarrow \text { for } 1 \leq i \leq n \\ \uparrow & \text { otherwise. }\end{cases}
$$

- Let $c$ be a constant symbol of $\mathcal{L}$. Interpret $c$ in $\prod_{C} \mathcal{M}$ by

$$
c^{\Pi_{C} \mathcal{M}}=[\psi]
$$

where $\psi(x)=c^{\mathcal{M}}$ for all $x$.

Rumen Dimitrov [10] introduced cohesive powers and proved the following analogue to Łos's theorem.

Theorem 2.1.2 (Fundamental Theorem of Cohesive Powers [10]). Let $\mathcal{A}$ be a computable $\mathcal{L}$-structure and $C$ be a cohesive set. Then,

1. Let $\Psi\left(x_{1}, \ldots, x_{m}\right)$ be a boolean combination of $\Sigma_{1}$ and $\Pi_{1}$ formulas. Then, for any $\left[\varphi_{1}\right], \ldots,\left[\varphi_{m}\right] \in \prod_{C} \mathcal{A}$,

$$
\begin{aligned}
& \prod_{C} \mathcal{A} \models \Phi\left(\left[\varphi_{1}\right], \ldots,\left[\varphi_{m}\right]\right) \Longleftrightarrow \\
& C \subset^{*}\left\{i: i \in \bigcap_{j \leq m} \operatorname{dom}\left(\varphi_{j}\right) \text { and } \mathcal{A} \models \Phi\left(\varphi_{1}(i) \ldots, \varphi_{m}(i)\right)\right\}
\end{aligned}
$$

2. Let $\Phi$ be a $\Sigma_{3} \mathcal{L}$-sentence. Then $\mathcal{A} \models \Phi$ implies $\prod_{C} \mathcal{A} \models \Phi$.
3. Let $\Phi$ be a boolean combination of $\Sigma_{2}$ and $\Pi_{2} \mathcal{L}$-sentences. Then, $\prod_{C} \mathcal{A} \models \Phi$ if and only if $\mathcal{A} \models \Phi$.

Every cohesive power $\Pi_{C} \mathcal{M}$ contains a copy of $\mathcal{M}$. We embed $\mathcal{M}$ into $\prod_{C} \mathcal{M}$ by the mapping sending $a \in M$ to th total constant functions which always outputs $a$. We call this the canonical embedding. Part 3 of Theorem 2.1.2 holds with parameters from $\mathcal{M}$ interpreted by the canonical embedding.

In this chapter, we classify the cohesive powers of computable equivalence structures (Theorem 2.2.3) and computable injection structures (Theorem 2.2.6). Finally, we extend a result of Dimitrov, Harizanov, Morozov, Shafer, Soskova, and Vatev [12] concerning the finite condensation of cohesive powers of computable linear orders of order type $\omega$ to also apply to orders of type $\zeta$.

### 2.2 Some Classifications of Cohesive Powers

### 2.2.1 Equivalence Structures

Dimitrov, Harizanov, Morozov, Shafer, Soskova, and Vatev [11] study the isomorphism types of cohesive powers of linear orders. Cohesive powers of equivalence relations are relatively simpler.

Definition 2.2.1. An equivalence structure is a structure in the language $\mathcal{L}=\{\equiv\}$ such that $\equiv$ is a transitive, reflexive, and symmetric binary relation.

Since being transitive, reflexive, and symmetric is a $\Pi_{1}$ property, Theorem 2.1.2 tells us that $\prod_{C} \mathcal{M}$ is an equivalence structure for every cohesive set $C$ and computable equivalence structure $\mathcal{M}$. In the language of equivalence structures, the existence of at least $m$ equivalence classes of size $n$ is expressible by a $\Sigma_{2}$ formula, so the existence of exactly $m$ equivalance classes of size $n$ is expressible by a boolean combination of $\Sigma_{2}$ and $\Pi_{2}$ formulas. Therefore, Theorem 2.1.2 tells us that cohesive powers preserve the number of equivalence classes of each finite size. Since cohesive powers are countable structures, analysis of the number of countable equivalence classes is enough to obtain a complete categorization. For an equivalence structure $\mathcal{M}$ and $a \in|\mathcal{M}|$, let $[a]_{\mathcal{M}}$ denote the $\equiv_{\mathcal{M}^{-}}$-equivalence class of $a$.

Theorem 2.2.2. Let $\mathcal{M}$ be a computable equivalence structure and let $C$ be a cohesive set. Then,

1. $\mathcal{M}$ and $\prod_{C} \mathcal{M}$ have the same number of equivalence classes of each finite size.
2. $\prod_{C} \mathcal{M}$ has an infinite equivalence class if and only if, for each $N \in \mathbb{N}, \mathcal{M}$ has an equivalence class of size larger than $N$.
3. $\prod_{C} \mathcal{M}$ has infinitely many infinite equivalence classes if and only if $\mathcal{M}$ has an infinite family $\mathcal{F}$ of equivalence classes such that for each $N \in \mathbb{N}$, the set $\{\mathcal{E} \in \mathcal{F}:|\mathcal{E}|>N\}$ is infinite.

Proof. As mentioned above, (1) follows immediately from Theorem 2.1.2.
To prove (2), first suppose that $\prod_{C} \mathcal{M}$ has an infinite equivalence class. The sentence saying that $x$ is in an equivalence class of size at least $n$ is $\Sigma_{1}$, so the sentence

$$
A_{n}:(\exists x)(x \text { is in an equivalence class of size at least } n)
$$

is also $\Sigma_{1}$. By assumption, $\prod_{C} \mathcal{M} \models A_{N}$ for every $N$, hence, by Theorem 2.1.2, $\mathcal{M} \models A_{N}$ for every $N$, which is exactly what we wanted to show.

Now, suppose that for each $N \in \mathbb{N}, \mathcal{M}$ has an equivalence class of size larger than $N$. We can construct a computable list $a_{1}, a_{2}, \cdots \in \mathcal{M}$ such that $\mid\left[a_{n} \| \geq 2 n\right.$ for each $n$ by searching $|\mathcal{M}|$ until we have found witnesses guaranteeing large enough equivalence classes. Then, $\left|\left[a_{N}\right] \backslash\left\{a_{1}, \ldots, a_{N-1}\right\}\right| \geq N$. Then, define $\varphi(i)=a_{i}$ for all $i$. To see that the equivalence class of $[\varphi]$ is infinite, define

$$
\varphi_{j}(i)= \begin{cases}a_{i} & \text { if } i<j \\ \text { The } j \text { 'th element of }\left[a_{i}\right] & \text { if } i \geq j\end{cases}
$$

Then, each $\varphi_{n}$ is pointwise $\equiv{ }^{\mathcal{A}}$-equivalent to $\varphi$ and eventually pointwise non-equal to $\varphi_{m}$ for each $m \neq n$. Hence, $[\varphi]$ has an infinite equivalence class in $\prod_{C} \mathcal{M}$.

To prove (3), first suppose that $\mathcal{M}$ has such a family $\mathcal{F}$ of equivalence classes. We first note that there exists a computable matrix $\left\{a_{i}^{j}\right\}$ with each $a_{i}^{j} \in|\mathcal{M}|$ and with the properties

- Each $\left[a_{i}^{j}\right]_{\mathcal{M}}$ has at least $i$ elements.
- For each $j^{\prime} \neq j$, we have $a_{i}^{j} \not \equiv^{\mathcal{M}} a_{i^{\prime}}^{j^{\prime}}$

We can compute such a matrix because, for each $i$, there are infinitely many nonequivalent elements of $\mathcal{M}$ whose equivalence class has size greater than $i$. We can enumerate these elements and confirm that they are not equivalent computably, allowing us to chose an $a_{i}^{j}$ for each $j$. More formally, at step $s=\langle i, j\rangle$, pick $a_{i}^{j}$ such that $\left|\left[a_{i}^{j}\right]\right|>i$ and $a_{i}^{j} \not \equiv^{\mathcal{M}} a_{i^{\prime}}^{j^{\prime}}$ for each $\left\langle i^{\prime}, j^{\prime}\right\rangle<s$.

Let $\varphi^{j}(i)=a_{i}^{j}$. The first condition on $a_{i}^{j}$ allows us to apply the argument in part (2) of this theorem to show that $\left[\varphi^{j}\right]$ has an infinite equivalence class. The second condition on $a_{i}^{j}$ ensures that $\left[\varphi^{j}\right] \not \equiv \Pi_{C} \mathcal{M}\left[\varphi^{j^{\prime}}\right]$ for each $j \neq j^{\prime}$. Hence, $\prod_{C} \mathcal{M}$ has infinitely many infinite equivalence classes.

Now suppose that $\prod_{C} \mathcal{M}$ has infinitely many infinite equivalence classes. Let $B_{n, m}$ be a formula saying that there are at least $m$ many equivalence classes of size at least $n$. Thus, $\prod_{C} \mathcal{M} \models B_{n, m}$ for each $n$ and $m$. Also, $B_{n, m}$ is equivalent to a $\Sigma_{1}$ formula, so by Theorem 2.1.2, we have that

$$
\mathcal{M} \models B_{n, m} \text { for every } n, m \in \mathbb{N}
$$

The set of all equivalence classes of witnesses to the $B_{n, m}$ in $\mathcal{M}$ constitute an instance of the required family $\mathcal{F}$.

We can restate Theorem 2.2.2 as conditions for when $\mathcal{M} \cong \prod_{C} \mathcal{M}$.

Theorem 2.2.3. Let $\mathcal{M}$ be a computable equivalence structure and let $C$ be a cohesive set. Then, $\prod_{C} \mathcal{M} \not \not 二 \mathcal{M}$ if and only if both of the following hold.

- $\mathcal{M}$ has finitely many countable equivalence classes and
- For each $N \in \omega$, there is $n>N$ such that $\mathcal{M}$ has an equivalence class of size $n>N$.

Furthermore, if $\prod_{C} \mathcal{M} \not \not 二 \mathcal{M}$ then $\prod_{C} \mathcal{M}$ has countably many infinite equivalence classes.

Proof. Suppose that $\mathcal{M}$ has finitely many countable equivalence classes and for each $N \in \omega$, there is $n>N$ such that $\mathcal{M}$ has an equivalence class of size $n>N$. Then, by Theorem 2.2.2, the cohesive power $\prod_{C} \mathcal{M}$ has infinitely many countable equivalence classes and hence $\prod_{C} \mathcal{M} \not \neq \mathcal{M}$.

Now suppose that $\prod_{C} \mathcal{M} \not \approx \mathcal{M}$. We have already seen that $\mathcal{M}$ and $\prod_{C} \mathcal{M}$ have the same amount of each finite equivalence class. Hence, they must have different amounts of countable equivalence classes. Suppose for contradiction that $\mathcal{M}$ has a family $\mathcal{F}$ of infinitely many infinite equivalence classes. Then, $\mathcal{F}$ satisfies the condition of part (3) of Theorem 2.2.2, so $\prod_{C} \mathcal{M}$ has infinitely many infinite equivalence classes, a contradiction, so $\prod_{C} \mathcal{M} \not \not \mathcal{M}$ implies that $\mathcal{M}$ has finitely many countable equivalence classes.

Now suppose for contradiction that there is $N \in \omega$ such that all equivalence classes of $\mathcal{M}$ have size less than $N$. Then, $\prod_{C} \mathcal{M}$ has only finite equivalence classes. Since the number equivalence classes of each finite size is preserved by cohesive powers, we have that $\prod_{C} \mathcal{M} \cong \mathcal{M}$, a contradiction. Hence, $\prod_{C} \mathcal{M} \not \not 二 \mathcal{M}$ implies that for each $N \in \omega$, there is $n>N$ such that $\mathcal{M}$ has an equivalence class of size $n>N$.

### 2.2.2 Injection Structures

Definition 2.2.4. An injection structure is a structure in the language $\mathcal{L}=\{f\}$ such that $f$ is an injective unary function.

Cenzer, Harizanov, and Remmel [7] study computability theoretic properties of injection structures. Injection structures are similar to equivalence relations because they can be decomposed into finite cycles, $\omega$-chains and $\mathbb{Z}$-chains. If $\mathcal{M}$ is a computable injection structure, define equivalence relation $\sim$ by $x \sim y$ if and only if $x$ and $y$ are part of the same cycle, $\omega$-chain or $\mathbb{Z}$-chain. Then, $\sim$ is computably enumerable. Similarly to equivalence relations, if $\mathcal{M}$ has exactly $m$ cycles of size $n$, then the same is true for $\prod_{C} \mathcal{M}$, since having at least $m$ cycles of size $n$ is expressible with a $\Sigma_{1}$ formula so having exactly $m$ cycles of size $n$ is expressible with a a boolean combination of $\Sigma_{1}$ and $\Pi_{1}$ formulas. Having at least $m$ elements without a predecessor is expressible using a boolean combination of $\Sigma_{1}$ and $\Pi_{1}$ formulas, so having exactly $m$ elements without a predecessor is expressible using a boolean combination of $\Sigma_{2}$ and $\Pi_{2}$ formulas. Therefore, the number of $\omega$ chains is also preserved. To obtain a full categorization, it remains to describe the number of $\mathbb{Z}$-chains in $\prod_{C} \mathcal{M}$.

Theorem 2.2.5. $\prod_{C} \mathcal{A}$ has no $\mathbb{Z}$-chains if and only if $\mathcal{A}$ consists entirely of finite cycles whose sizes are all below some upper bound $N \in \mathbb{N}$. Otherwise, $\prod_{C} \mathcal{A}$ has infinitely many $\mathbb{Z}$-chains.

Proof. For the backwards direction, suppose that $\mathcal{A}$ consists entirely of finite cycles whose sizes are all below some upper bound $N \in \mathbb{N}$. Let $A_{n}(x)$ be a quantifier free formula saying that $x$ is in a cycle of length less then or equal to $n$. Then, $\mathcal{A} \models \forall x A_{N}(x)$, so by Theorem 2.1.2, $\prod_{C} \mathcal{A} \models \forall x A_{N}(x)$, so $\prod_{C} \mathcal{A}$ has no $\mathbb{Z}$-chains.

For the forwards direction, suppose that $\mathcal{A}$ does not consist entirely of finite cycles whose sizes are all below some upper bound $N \in \mathbb{N}$. Thus, we can compute a sequence $a_{1}, a_{2}, \cdots \in|\mathcal{A}|$ such that $f^{i}\left(a_{i}\right) \neq f^{j}\left(a_{i}\right)$ for each $i$ and each $0 \leq j<i$. We can compute such a sequence by setting $a_{i}$ to be the first element found such that $f^{j}\left(a_{i}\right) \neq a_{i}$ for all $0<j \leq i$. Using this sequence, we will show that $\prod_{C} \mathcal{A}$ has infinitely many $\mathbb{Z}$-chains.

Define partial computable function $\varphi(i)=f^{i}\left(a_{i}\right)$. We have that, for each $n$, the set $\left\{i:(\exists j<n) f^{n}(\varphi(i))=f^{j}(\varphi(i))\right\}$ is finite, $C \subset^{*}\left\{i: f^{n}(\varphi(i)) \neq \varphi(i)\right\}$, so [ $\varphi$ ] has infinitely many successors by Theorem 2.1.2. Similarly, the $n$ 'th predecessor of $[\varphi]$ is given by the equivalence class of

$$
\psi(i)= \begin{cases}f^{i-n}\left(a_{i}\right) & \text { if } i \geq n \\ a_{i} & \text { otherwise }\end{cases}
$$

Thus, $[\varphi]$ is part of a $\mathbb{Z}$-chain.
For each rational number $n / m \in \mathbb{Q} \cap[0,1]$, we can find an element of another $\mathbb{Z}$-chain by setting $\varphi_{\frac{n}{m}}(i)=f^{\left\lfloor\frac{n i}{m}\right\rfloor}\left(a_{i}\right)$.

Along with the preceding discussion on $\omega$-chains and cycles, Theorem 2.2.5 gives us the following categorization of cohesive powers of injection structures.

Theorem 2.2.6. Let $\mathcal{M}$ be a computable injection structure and let $C$ be a cohesive set. Then

- $\mathcal{M}$ and $\prod_{C} \mathcal{M}$ have exactly the same number of $\omega$-chains and exactly the same number of each finite cycle of each size.
- $\prod_{C} \mathcal{A}$ has no $\mathbb{Z}$-chains if and only if $\mathcal{A}$ consists entirely of finite cycles whose
sizes are all below some upper bound $N \in \mathbb{N}$. Otherwise, $\prod_{C} \mathcal{A}$ has infinitely many $\mathbb{Z}$-chains.

Therefore, $\mathcal{M} \cong \prod_{C} \mathcal{M}$ if and only if $\mathcal{M}$ contains only cycles whose sizes have uniform bound $N \in \mathbb{N}$.

Proof. Immediate from Theorem 2.2.5.

### 2.3 Finite Condensation of Cohesive Powers of $\zeta$

In this section, we categorize finite condensations of cohesive powers of copies of $\zeta$ by co-c.e. cohesive sets. The finite condensation of a linear order is the structure of the linear order when points that have only finitely many points in between them are identified.

Definition 2.3.1. Fix a linear order $\mathcal{A}$. For $x, y \in \mathcal{A}$, let $[x, y]=\{z \in|\mathcal{A}|: x \leq$ $z \leq y\}$. For $x \in|\mathcal{A}|$, let $\mathbf{c}_{\mathrm{F}}(x)=\{y:[x, y]$ is finite or $y \leq x$ and $[y, x]$ is finite $\}$. The finite condensation $\mathbf{c}_{\mathrm{F}}(\mathcal{A})$ is the linear order on the image of $\mathbf{c}_{\mathrm{F}}$ on the universe of $\mathcal{A}$ induced by the order relation of $\mathcal{A}$.

For a linear order $\mathcal{A}$, let $\mathbf{c}_{\mathrm{F}}(A)$ be the finite condensation of $\mathcal{A}$. Also, we denote by $\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}$ the function $\mathbf{c}_{\mathrm{F}}: \mathcal{A} \rightarrow \mathbf{c}_{\mathrm{F}}(\mathcal{A})$ specifically for $\mathcal{A}$ when it is not clear from the context. We also write $[x, y]^{\mathcal{A}}$ to be the interval between $x$ and $y$ taken as elements of $\mathcal{A}$.

Lemma 2.3.2. Let $\mathcal{A}$ be a linear order and $I \subset A$ be an interval. Then, $\boldsymbol{c}_{F}^{\mathcal{A}}(I) \cong$ $\boldsymbol{c}_{F}(I)$.

Proof. We define an isomorphism $\varphi: \mathbf{c}_{\mathrm{F}}(I) \rightarrow \mathbf{c}_{\mathrm{F}}^{\mathcal{A}}(I)$ by $\varphi\left(\mathbf{c}_{\mathrm{F}}^{I}(x)\right)=\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}(x)$. To see that this is well defined, suppose that $x, y \in I$ and that $\mathbf{c}_{\mathrm{F}}^{I}(x)=\mathbf{c}_{\mathrm{F}}^{I}(y)$ and without loss of generality that $x \leq y$. Then, $[x, y]^{I}$ is finite. Since $I$ is in interval in $\mathcal{A}$, we have that $[x, y]^{I}=[x, y]^{\mathcal{A}}$, so $[x, y]^{\mathcal{A}}$ is also finite. Therefore, $\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}(x)=\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}(y)$.

To see that $\varphi$ is onto, fix $P \in \mathbf{c}_{\mathrm{F}}^{\mathcal{A}}(I)$. Then there is $x \in I$ such that $\mathbf{c}_{\mathrm{F}}^{A}(x)=P$ and hence $\varphi\left(\mathbf{c}_{\mathrm{F}}^{I}(x)\right)=P$. To see that $\varphi$ is 1-1, fix $P, Q \in \mathbf{c}_{\mathrm{F}}(I)$ and suppose that $\varphi(P)=\varphi(Q)$. Fix $p, q \in I$ such that $p<q$ and $\mathbf{c}_{\mathrm{F}}^{I}(p)=P$ and $\mathbf{c}_{\mathrm{F}}^{I}(q)=Q$. Then, $\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}(p)=\varphi(P)=\varphi(Q)=\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}(q)$, so the interval $[p, q]^{\mathcal{A}}$ is finite. Because $I \subset \mathcal{A}$, we have that $[p, q]^{I}$ is also finite. Thus, $\mathbf{c}_{\mathrm{F}}^{I}(p)=\mathbf{c}_{\mathrm{F}}^{I}(q)$ and hence $P=Q$. The map $\varphi$ is order-preserving because both $\mathbf{c}_{\mathrm{F}}(\mathcal{A})$ and $\mathbf{c}_{\mathrm{F}}(I)$ inherit their ordering from $\mathcal{A}$.

Let $\mathcal{A}, \mathcal{B}, \ell_{1}, \ell_{2}, \ell_{3}$, and $\ell_{4}$ be structures in the language of linear orders. Suppose that $\mathbf{c}_{\mathrm{F}}(\mathcal{A}) \cong \ell_{1}+\ell_{2}$ and that $\mathbf{c}_{\mathrm{F}}(\mathcal{B}) \cong \ell_{3}+\ell_{4}$. We abuse notation to interchange elements of $\mathbf{c}_{\mathrm{F}}(\mathcal{A})$ and $\mathbf{c}_{\mathrm{F}}(\mathcal{B})$ with their images in $\ell_{1}+\ell_{2}$ and $\ell_{3}+\ell_{4}$ respectively. Define $f_{\ell_{1}}: \mathbf{c}_{F}(\mathcal{A}) \rightarrow \ell_{1}+1$ by

$$
f_{\ell_{1}}(a)= \begin{cases}a & \text { if } a \in \ell_{1} \\ 1 & \text { if } a \in \ell_{2}\end{cases}
$$

and $f_{\ell_{4}}: \mathbf{c}_{F}(\mathcal{B}) \rightarrow 1+\ell_{4}$ by

$$
f_{l_{4}}(b)= \begin{cases}b & \text { if } b \in \ell_{4} \\ 1 & \text { if } b \in \ell_{3}\end{cases}
$$

Finally, define $\varphi: \mathbf{c}_{\mathrm{F}}(\mathcal{A}+\mathcal{B}) \rightarrow \ell_{1}+1+\ell_{4}$ by

$$
\varphi(x)= \begin{cases}f_{\ell_{1}}\left(\mathbf{c}_{\mathrm{F}}(a)\right) & \text { if }(\exists a \in A)\left(x=\mathbf{c}_{\mathrm{F}}(i(a))\right) \\ f_{\ell_{4}}\left(\mathbf{c}_{\mathrm{F}}(b)\right) & \text { if }(\exists b \in B)\left(x=\mathbf{c}_{\mathrm{F}}(i(b))\right)\end{cases}
$$

Note that, for any $x \in \mathbf{c}_{\mathrm{F}}(A+B)$, if both conditions in the piecewise definition of $\varphi(x)$ hold, then $f_{\ell_{1}}\left(\mathbf{c}_{\mathrm{F}}(a)\right)=f_{\ell_{4}}\left(\mathbf{c}_{\mathrm{F}}(b)\right)=1$, so $\varphi$ is well defined.

Lemma 2.3.3. Let $\mathcal{A}, \mathcal{B}, \ell_{1}, \ell_{2}, \ell_{3}$, and $\ell_{4}$ be structures in the language of linear orders. Suppose that $\boldsymbol{c}_{F}(\mathcal{A}) \cong \ell_{1}+\ell_{2}$ and that $\boldsymbol{c}_{F}(\mathcal{B}) \cong \ell_{3}+\ell_{4}$. Then, the following diagram commutes:


Furthermore, $\boldsymbol{c}_{F}(\mathcal{A}+\mathcal{B})$ can be decomposed into $\boldsymbol{c}_{F}(\mathcal{A}+\mathcal{B})=\mathcal{L}_{1}+\mathcal{L}^{\prime}+\mathcal{L}_{4}$ where $\varphi\left(\mathcal{L}_{1}\right)=\ell_{1}, \varphi\left(\mathcal{L}_{4}\right)=\ell_{4}$ and $\mathcal{L}^{\prime} \cong \boldsymbol{c}_{F}\left[\left(\boldsymbol{c}_{F}^{\mathcal{A}}\right)^{-1}\left(\ell_{2}\right)+\left(\boldsymbol{c}_{F}^{\mathcal{B}}\right)^{-1}\left(\ell_{3}\right)\right]$

Proof. That the diagram commutes follows directly from the definition of $\varphi$ (there are only two loops). Let $\mathcal{L}^{\prime}=\varphi^{-1}(1), \mathcal{L}_{1}=\varphi^{-1}\left(\ell_{1}\right)$ and $\mathcal{L}_{4}=\varphi^{-1}\left(\ell_{4}\right)$. To see that $\mathbf{c}_{\mathrm{F}}(\mathcal{A}+\mathcal{B})=\mathcal{L}_{1}+\mathcal{L}^{\prime}+\mathcal{L}_{4}$ fix $x_{1} \in \mathcal{L}_{1}, x^{\prime} \in \mathcal{L}^{\prime}$ and $x_{4} \in \mathcal{L}_{4}$. We need to show that $x_{1}<x^{\prime}<x_{4} . x_{1}<x_{4}$ because $i^{-1}\left(\mathbf{c}_{\mathrm{F}}^{-1}\left(x_{1}\right)\right) \subset \mathcal{A}$ and $i^{-1}\left(\mathbf{c}_{\mathrm{F}}^{-1}\left(x_{4}\right)\right) \subset \mathcal{B}$. $x_{1}<x^{\prime}$ because $\mathbf{c}_{\mathrm{F}}\left(i^{-1}\left(\mathbf{c}_{\mathrm{F}}^{-1}\left(x_{1}\right)\right)\right) \subset \ell_{1} \subset \mathcal{A}$ and $\mathbf{c}_{\mathrm{F}}\left(i^{-1}\left(\mathbf{c}_{\mathrm{F}}^{-1}\left(x^{\prime}\right)\right)\right) \subset \ell_{2} \cup \ell_{3}$. Similarly, $\mathbf{c}_{\mathrm{F}}\left(i^{-1}\left(\mathbf{c}_{\mathrm{F}}^{-1}\left(x_{4}\right)\right)\right) \subset l_{4}$, so $x^{\prime}<x_{4}$.

Because the diagram commutes,

$$
\mathbf{c}_{\mathrm{F}}^{\mathcal{A}+\mathcal{B}}\left[i\left(\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}\right)^{-1}\left(\ell_{2}\right)\right) \cup i\left(\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{B}}\right)^{-1}\left(\ell_{3}\right)\right)\right]=\varphi^{-1}\left[f_{\ell_{1}}\left(\ell_{2}\right) \cup f_{\ell_{4}}\left(\ell_{3}\right)\right] .
$$

The right hand side is equal to $\mathcal{L}^{\prime}$. On the right hand side, we can replace the $\cup$ with + because $i\left(\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}\right)^{-1}\left(\ell_{2}\right)<_{\mathcal{A}+\mathcal{B}} i\left(\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{B}}\right)^{-1}\left(\ell_{3}\right)\right)\right.$. By the previous lemma,

$$
\mathbf{c}_{\mathrm{F}}^{\mathcal{A}+\mathcal{B}}\left[i\left(\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}\right)^{-1}\left(\ell_{2}\right)+i\left(\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{B}}\right)^{-1}\left(\ell_{3}\right)\right)\right] \cong \mathbf{c}_{\mathrm{F}}\left[i\left(\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}\right)^{-1}\left(\ell_{2}\right)\right)+i\left(\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{B}}\right)^{-1}\left(\ell_{3}\right)\right)\right] .\right.
$$

Finally, $i$ is an injection, so

$$
\mathbf{c}_{\mathrm{F}}\left[i\left(\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}\right)^{-1}\left(\ell_{2}\right)+i\left(\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{B}}\right)^{-1}\left(\ell_{3}\right)\right)\right] \cong \mathbf{c}_{\mathrm{F}}\left[\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}\right)^{-1}\left(\ell_{2}\right)+\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{B}}\right)^{-1}\left(\ell_{3}\right)\right] .\right.
$$

Thus, $\mathcal{L}^{\prime} \cong \mathbf{c}_{\mathrm{F}}\left[\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{A}}\right)^{-1}\left(l_{2}\right)+\left(\mathbf{c}_{\mathrm{F}}^{\mathcal{B}}\right)^{-1}\left(\ell_{3}\right)\right]$, as desired.

We combine Lemma 2.3.3 with a several theorems of Dimitrov, Harizanov, Morozov, Shafer, Soskova, and Vatev.

Theorem 2.3.4 ([11]). For any linear orders $\mathcal{A}_{1}, \mathcal{A}_{2}$ and cohesive set $C$, we have

- $\prod_{C}\left(\mathcal{A}_{1}+\mathcal{A}_{2}\right) \cong \prod_{C} \mathcal{A}_{1}+\prod_{C} \mathcal{A}_{2}$,
- $\prod_{C} \mathcal{A}_{1}^{*} \cong\left(\prod_{C} \mathcal{A}_{1}\right)^{*}$, where ${ }^{*}$ is the reversal operator,

Proposition 2.3.5. Let $\mathcal{A} \cong \zeta$ be a computable linear order and $C$ be a cohesive, co-c.e. set. Then $\boldsymbol{c}_{F}\left(\Pi_{C} \mathcal{A}\right) \cong \eta$

Proof. Fix $n \in A$. Let $U=\left\{x \in A: x \geq_{\mathcal{A}} n\right\}$ and $L=\left\{x \in A: x<_{\mathcal{A}} n\right\}$. Then $U \cong \omega$ and $L \cong \omega^{*}$. $C$ is cohesive and co-c.e., so by theorems 4.4 and 4.5 of
[11], $\mathbf{c}_{\mathrm{F}} \Pi_{C} U \cong \mathbf{c}_{\mathrm{F}} \Pi_{C} L^{*} \cong 1+\eta$ with $\mathbf{c}_{\mathrm{F}}^{-1}(1) \cong \omega$. Then, by Lemma 2.3.3 and the operations from Theorem 2.3.4,

$$
\begin{aligned}
\mathbf{c}_{\mathrm{F}}\left(\Pi_{C} \mathcal{A}\right) & \cong \eta^{*}+\mathbf{c}_{\mathrm{F}}\left[\left(\mathbf{c}_{\mathrm{F}}^{L}\right)^{-1}(1)+\left(\mathbf{c}_{\mathrm{F}}^{U}\right)^{-1}(1)\right]+\eta \\
& \cong \eta+\mathbf{c}_{\mathrm{F}}\left[\omega^{*}+\omega\right]+\eta \\
& \cong \eta+1+\eta \\
& \cong \eta
\end{aligned}
$$

## Chapter 3

## Compositional Second Order Part of a Problem in the Weihrauch Degrees

### 3.1 Introduction and the First Order Part of a Problem

Here we give a brief and narrow introduction to Weihrauch reducibility. For a more comprehensive view, see $[14,6]$.

In this chapter, we are interested in reducibility between problems.

Definition 3.1.1. A problem on Baire space is a partial multi-function $P$ whose domain is a subset of $\mathbb{N}^{\mathbb{N}}$ and, for each $X \in \operatorname{dom}(P)$, the value $P$ takes on $X$ is a subset $P(X) \subset \mathbb{N}^{\mathbb{N}}$. We call elements of dom $(P)$ instances of $P$ and for $X \in \operatorname{dom}(P)$, we call each $Y \in P(X)$ a solution of $P$ for $X$. We often write $P: \subseteq \mathbb{N}^{\mathbb{N}} \rightrightarrows \mathbb{N}^{\mathbb{N}}$ to denote a problem. The $\subseteq$ indicates that $P$ is a partial on $\mathbb{N}^{\mathbb{N}}$ and the $\rightrightarrows$ indicate that
$P$ is a multi-function.
Example 3.1.2. The problem $\mathrm{RT}_{2}^{1}$ is the problem whose instances are $c: \mathbb{N} \rightarrow 2$ and whose solutions to $c$ are an infinite $Y \subset \mathbb{N}$ such that $c(i)=c(j)$ for all $i, j \in Y$. The problem $\mathrm{RT}_{2}^{1}$ represents Ramsey's Theorem for colorings of singletons by two colors.

In reverse mathematics, we are interested measuring when solving one problem $P$ is reducible to solving another problem $Q$. This is a measure of relative strengths between the theorems "Every instance of $Q$ has a solution" and "Every instance of $P$ has a solution". One way of quantifying this is via Weihrauch reducibility.

Definition 3.1.3. Let $P$ and $Q$ be problems. Then $P$ is Weihrauch reducible to $Q$ if and only if there are Turing functionals $\Phi$ and $\Psi$ such that for each $X \in \operatorname{dom}(P)$ we have that $\Phi(X)=\hat{X} \in \operatorname{dom}(Q)$ and for each $\hat{Y} \in Q(\hat{X})$ we have that $\Psi(\hat{Y}, X) \in$ $P(X)$. If so, we write $P \leq_{W} Q$.


The relation $\leq_{W}$ is a pre-partial order on the space of problems. Hence, $\leq_{W}$ induces an equivalence relation $\equiv_{W}$ that divides the space of problems into equivalence classes that we call Weihrauch degrees.

Definition 3.1.4 (First Order Problems). $P$ is a first order problem if each of its solutions is a singleton set of natural numbers, e.g. $\{2\}$.

Below, whenever we write Turing functionals as part of the instances or solutions to a problem, we think each functional as each being represented by its index as a single natural number.

Definition 3.1.5 (First Order Part of a Problem [15]). Let $P$ be a problem. The first order part of $P$, denoted by ${ }^{1} P$, is defined to be the problem whose instances are triples $\langle f, \Phi, \Psi\rangle$ such that $f \in \omega^{\omega}$ and $\Phi$ and $\Psi$ are Turing functionals such that $\Phi(f) \in \operatorname{dom}(P)$ and $\Psi(f, g)(0) \downarrow$ for all $g \in P(\Phi(f))$.

The ${ }^{1} P$ solutions to $\langle f, \Phi, \Psi\rangle$ are all $y$ with $\Psi(f, g)(0) \downarrow=y$ for some $g \in P(\Phi(f))$.
Dzhafarov, Solomon, and Yokoyama [15] showed that ${ }^{1} P$ is maximal among first order problems reducible to $P$.

Theorem 3.1.6 ([15]). ${ }^{1} P=\sup _{\leq_{W}}\left\{Q: Q \leq_{W} P\right.$ and $Q$ is first order. $\}$.
It turns out that $\mathrm{RT}_{2}^{1} \equiv{ }_{W}{ }^{1} \mathrm{RT}_{2}^{1}$. However, both are computable, in the sense that for every instance $X$ of $\mathrm{RT}_{2}^{1}$, there is a $Y \leq_{T} X$ with $Y \in \mathrm{RT}_{2}^{1}(X)$. It is also that case that all first order problems $R$ are computable (assuming that there is a solution for every instance). To see this, fix $X \in \operatorname{dom}(R)$. Then, since $R$ is first order, $R(X) \subset \mathcal{N}=\{\{1\},\{2\}, \ldots\}$. Each element of $\mathbb{N}$ is computable, so each element of $R(X)$ is computable from $X$.

The discussion in the previous paragraph can be summarized by saying that, for a computable problem $P$,

$$
{ }^{1} P \equiv{ }_{W} P
$$

We can interpret this to mean that "extracting" the first order part from computable problems reduces them to triviality. On the other hand, non-computable problems must have something "left over" once you extract their first order part. It is natural to ask whether this idea of "extraction" can be well posed.

Question 3.1.7. Let $P$ be a problem. Is there a problem $Q$ with trivial first order part such that $P \equiv{ }_{W}{ }^{1} P \backsim Q$, with $\square$ being some kind of product on Weihrauch
degrees?

The parallel product $\times$ is a natural candidate for $\square$. If such a $Q$ exists for all $P$ under the operation $\times$, then $Q$ would be some sort of quotient of $P$ with ${ }^{1} P$. We now define one of the products that we will consider.

Definition 3.1.8. Let $P$ and $Q$ be problems. The parallel product $P \times Q$ is the problem whose domain is the direct product $\operatorname{dom}(P) \times \operatorname{dom}(Q)$ and whose solutions to $\left(X_{1}, X_{2}\right)$ are $\left(Y_{1}, Y_{2}\right)$ such that $Y_{1} \in\left(X_{1}\right)$ and $Y_{2} \in P\left(X_{2}\right)$.

Quotients over the parallel product were first considered by Dzhafarov, Goh, Hirschfeldt, Patey, and Pauly [13], who introduce a notion of a parallel quotient between two problems.

Definition 3.1.9 (Quotient of a Problem [13]). For problems $P \geq_{W} Q$, the parallel quotient of their Weihrauch degrees is given by $P / Q:=\sup _{\leq_{W}}\left\{R: R \times Q \leq_{W} P\right\}$, when this supremum exists.

This definition suggests an upper parallel quotient.

Definition 3.1.10. For problems $P \geq_{W} Q$, the upper parallel quotient of their Weihruach degrees is given by $P /{ }_{u} Q:=\inf _{\leq_{W}}\{R: R \times Q \geq P\}$, when this infimum exists.

The upper parallel quotient is an interesting notion because if $P / Q \equiv_{W} P /{ }_{u} Q$, then the quotient is in fact a decomposition of $P \equiv_{W} Q \times P / Q$. However, there is no reason to expect the upper and lower quotients to always coincide, and as noted by Dzhafarov, Goh, Hirschfeldt, Patey, and Pauly, nor is there any reason expect that they always exist.

The compositional product is another candidate for $\square$. We give the definition below.

Definition 3.1.11. Let $P$ and $Q$ be problems. The compositional product $P \star Q$ is the problem whose instances are of the form $(f, \Theta, \Gamma)$ such that $\Theta(f) \in \operatorname{dom}(Q)$ and for each $Y_{1} \in Q(\Theta(f))$ we have that $\Gamma(f, Y) \in \operatorname{dom}(P)$. Solutions to $(f, \Theta, \Gamma)$ are of the form $\left(Y_{1}, Y_{2}\right)$ such that $Y_{1} \in Q(\Theta(f))$ and $Y_{2} \in P\left(\Gamma\left(f, Y_{1}\right)\right)$.

The same considerations about the parallel product apply for upper and lower compositional quotients. Additionally, the compositional product is not commutative, so we also have notions of left and right quotients for both the upper and lower variations.

Definition 3.1.12. Let $P \geq_{W} Q$ be problems. Then, define

- the lower left compositional quotient by $P \star_{\ell, \ell}^{-1} Q:=\sup _{\leq_{W}}\left\{R: Q \star R \leq_{W} P\right\}$, when this supremum exists,
- the upper left compositional quotient by $P \star_{u, \ell}^{-1} Q:=\inf _{\leq_{W}}\left\{R: Q \star R \geq_{W} P\right\}$, when this infimum exists,
- the lower right compositional quotient by $P \star_{\ell, r}^{-1} Q:=\sup _{\leq_{W}}\left\{R: R \star Q \leq_{W} P\right\}$, when this supremum exists,
- the upper right compositional quotient by $P \star_{u, r}^{-1} Q:=\inf _{\leq_{W}}\left\{R: R \star Q \geq_{W} P\right\}$, when this infimum exists,

It turns out that $P \star_{u, \ell}^{-1}{ }^{1} P$ is always defined and belongs to a special class of problems whose first order parts are relatively weak compared to the problem itself.

Definition 3.1.13 (Purely Oracular). Let $P$ be a problem. We say that $P$ is purely oracular for

- the parallel product if, for all $Q$, we have that ${ }^{1} P \times Q \geq_{W} P$ implies that $Q \geq_{W} P$.
- composition form the right if, for all $Q$, we have that $Q \star{ }^{1} P \geq_{W} P$ implies that $Q \geq_{W} P$.
- composition from the left if, for all $Q$, we have that ${ }^{1} P \star Q \geq_{W} P$ implies that $Q \geq_{W} P$.
$P$ being purely oracular for an operation captures the notion that the first order part of $P$ cannot assist in computing $P$ via that operation. Note that being purely oracular for either form of composition implies being purely oracular for the parallel product.

In this chapter, we show that $P \star_{u, \ell}^{-1}{ }^{1} P$ always exists and is purely oracular for composition from the left. In fact, we will show that $P \star_{u, \ell}^{-1} R$ exists for any first order R.

### 3.2 Compositional Second Order Part

We begin by showing that one can always find the upper left compositional quotient by a first order problem. First, we require introduce notation that allows our solutions to be given in a c.e. way.

Definition 3.2.1. Let $Y \in \mathbb{N}^{\mathbb{N}}$. Define $\vec{Y}: \subseteq \mathbb{N} \rightarrow \mathbb{N}$ by $\vec{Y}(n)=Y(\langle n, t+1\rangle)$ where $t$ is least such that $Y(\langle n, t\rangle) \neq 0$. If $\vec{Y}$ is total, then we also think of $\vec{Y}$ as an element
of $\mathbb{N}^{\mathbb{N}}$.
For a Turing functional $\Psi$, let $\hat{\Psi}$ be the Turing functional such that

$$
\hat{\Psi}(Y)(\langle n, t\rangle)= \begin{cases}0 & \text { if } \Psi_{t}(Y)(n) \uparrow \\ \Psi(Y)(n) & \text { if } \Phi_{t}(Y)(n) \downarrow\end{cases}
$$

Theorem 3.2.2. Let $P$ be a problem and let $R$ be a first order problem. Then, the upper left compositional quotient $P \star_{u, \ell}^{-1} R$ always exists.

Proof. Let $Q$ be the problem whose instances are elements $X \in \operatorname{dom}(P)$ and whose solutions are of the form $\left(\left\langle Y_{0}, Y_{1}, \ldots\right\rangle, Z\right)$ for $Z \in \operatorname{dom}(R)$ such that for each $y \in R(Z)$ we have that $\vec{Y}_{y} \in P(X)$.

We claim that $Q \equiv_{W} P \star_{u, \ell}^{-1} R$. To prove this, first we show that $P \leq_{W} R \star$ $Q$. Let $X \in \operatorname{dom}(P)$. Let $\Gamma=\pi_{2} \circ \pi_{2}$ be the Turing functional that takes the second component of the second component of its input. Send $X$ to the instance $(X, \mathrm{id}, \Gamma)$ of $R \star Q$ such that for all $W=\left(\left\langle Y_{1}, Y_{2}, \ldots\right\rangle, Z\right) \in Q(X)$ we have that $\Gamma(X, W)=Z$, an instance of $R$. Therefore the solutions to $(X, \mathrm{id}, \Gamma)$ are all of the form $\left(\left(\left\langle Y_{0}, Y_{1}, \ldots\right\rangle, Z\right), y\right)$ such that $y=R(Z)$ implies that $\vec{Y}_{y} \in P(X)$, solving our instance of $P$.

Now we show that $Q=\inf _{\leq_{W}}\left\{S: R \star S \geq_{W} P\right\}$. Suppose that $R \star S \geq_{W} P$ via $\Phi$ and $\Psi$. Our calculations follow the diagram below. Fix $X \in \operatorname{dom}(P)$. Then, $\Phi(X)=(f, \Delta, \Gamma) \in \operatorname{dom}(R \star S)$ such that $\Gamma(f, Y)=Z \in \operatorname{dom}(R)$ for each $Y \in$ $S(\Delta(f))$. Furthermore, for each $Y \in S(\Delta(f))$ and each $y \in R(Z)$, we have that
$\Psi(X, Y, y) \in P(X)$.

$$
P \quad R \star S \quad S
$$



We use this reduction to construct a reduction from $Q$ to $S$. Let $X \in \operatorname{dom}(Q)=$ $\operatorname{dom}(P)$. We have that $\Phi(X)=(f, \Delta, \Gamma)$. Send $X$ to $\Delta(f) \in \operatorname{dom}(S)$. For $Y \in$ $S(\Delta(f))$, we have that $\Gamma(f, Y)=Z \in \operatorname{dom}(R)$. Return $(\langle\hat{\Psi}(X, Y, 0), \hat{\Psi}(X, Y, 1), \ldots\rangle, Z) \in$ $Q(X)$.

In particular, we can always divide $P$ by ${ }^{1} P$.
Corollary 3.2.3. Let $P$ be a problem. Then there exists problem ${ }^{2} P=P \star_{u, \ell}^{-1}{ }^{1} P:=$ $\inf \leq_{W}\left\{R:{ }^{1} P \star R \geq_{W} P\right\}$.

For the sake of being explicit, we describe the instances and solutions of an equivalent formulation of ${ }^{2} P$.

Let $P$ be a problem. The second order part ${ }^{2} P$ of $P$ is the problem whose instances are all $X \in \operatorname{dom}(P)$ and whose solutions to $X$ are all triples $\left(\left\langle Y_{1}, Y_{2}, \ldots,\right\rangle, Z, \Xi\right)$ such that

- $Z \in \operatorname{dom}(P)$
- $\Xi(Z, W)(0) \downarrow$ for all $W \in P(Z)$.
- For all $W \in P(Z)$, if $\Xi(Z, W)(0) \downarrow=y$, then $Y_{y} \in P(X)$.

Because $P \geq_{W}{ }^{2} P$, we also have that $P \geq_{W}{ }^{1}\left({ }^{2} P\right)$, so we immediately obtain the following corollary.

Corollary 3.2.4. Let $P$ be a problem. Then, ${ }^{2} P$ is purely oracular for composition from the left.

Proof. Suppose that $S \star R \geq_{W}{ }^{2} P$ for some first order problem $S$ such that ${ }^{2} P \geq_{W} S$. Then we have that ${ }^{1} P \star(S \star R) \geq_{W} P$. We use monotonicity and associativity of the compositional product. Since $P \geq_{W}{ }^{2} P \geq_{W} S$ and ${ }^{1} P \star S$ is a first order problem, we have that ${ }^{1} P \geq_{W}{ }^{1} P \star S$. Hence, ${ }^{1} P \star R \geq_{W} P$, so by Corollary 3.2.3 we conclude that $R \geq{ }_{W}{ }^{2} P$, as desired.

Unfortunately, there is no reason to expect that $P \equiv{ }_{W}{ }^{1} P \star{ }^{2} P$, leaving us one step away the possibility of a true decomposition in the Weihrauch degrees. Instead, we get the following.

Theorem 3.2.5. Let $P$ be a problem. Then, $P$ decomposes into first order part ${ }^{1} P$ and compositional second order part ${ }^{2} P$ such that ${ }^{1} P \star{ }^{2} P \geq_{W} P$ and such that for each $R$, if ${ }^{1} P \star R \geq_{W} P$ then $R \geq_{W}{ }^{2} P$.

This is a preliminary result in a new research direction. I conjecture that the situation is better in the degree structure obtained by fixing instances of $P$. We leave this to future work.

Additionally, theorem 3.2 .2 suggests the ability to to stratify the problems $Q$ such that such that there exists a uniform forwards functional $\Phi$ witnessing $Q \leq_{c} P$. It remains to check whether there is a correspondence between such $Q$ and first order $R$ such that $Q=P \star_{u, \ell}^{-1} R$. For fixed $Q$, such an $R$ would have the property that $R=P \star_{\ell, r}^{-1} R$. We also leave this and other consequences to the algebraic structure of the Weihrauch degrees to future work.
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